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Abstract
In recent years, the rapid development of Deep Neural Net-
works (DNNs) has posed significant challenges in terms of
training duration and costs. High-frequency, low-power pho-
tonic computing has emerged as a highly promising solution.
However, the substantial cost of data conversion and the lim-
itations introduced by noise in photonic devices continue to
hinder the realization of high-precision and energy-efficient
DNN training. To address this challenge, we propose a novel
photonic accelerator, ROCKET, based on the Residue Num-
ber System (RNS). RNS is based on modular arithmetic and
enables support for high-precision computation through par-
allel multi-path low-precision operations. First, we lever-
age specialized lookup tables to enable high-throughput,
low-latency conversions between high-precision and low-
precision numerical representations. Next, we design a low-
power photonic accelerator architecture utilizing intensity
modulators, which minimizes the number of computational
components while maximizing data reuse. Subsequently, we
propose a hybrid photonic-electronic pipelined dataflow to
maximize parallelism within the photonic-electronic com-
putation path. Finally, we develop a high-frequency (4.096
GHz) hybrid photonic-electronic prototype using FPGA, Ra-
dio Frequency (RF), and photonic components to validate
the feasibility of the ROCKET. Our large-scale simulations
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on seven mainstream DNN models show that, compared to
the A100 GPU, TPU v4, and the state-of-the-art photonic
accelerator Mirage, ROCKET achieves speedups of 33×, 243×,
and 198×, respectively, while saving energy by factors of 64×,
204×, and 142×.
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1 Introduction
The continuous advancement of DNNs is redefining modern
life. As the scale of DNNs expands, there is an urgent need for
high-performance and energy-efficient systems to accelerate
the training process. A notable example is the training of
GPT-3, which required 10,000 V100 GPUs running for 14.8
days, consuming 1,287 MWh of electricity [41]. Therefore,
there is an urgent need to develop new computing paradigms
to effectively address the challenges of high-performance
computing demands and large-scale energy consumption.

Photonic computing, as a powerful solution for next-generation
high-performance computing, inherently offers advantages

https://orcid.org/0000-0003-1863-7440
https://orcid.org/0000-0002-3752-0806
https://orcid.org/0000-0002-9520-0229
https://orcid.org/0000-0001-8561-2556
https://orcid.org/0000-0001-7006-2459
https://orcid.org/0000-0002-4784-2382
https://doi.org/10.1145/3721145.3734529
https://doi.org/10.1145/3721145.3734529


ICS ’25, June 08–11, 2025, Salt Lake City, UT, USA Trovato et al.

such as low latency, high bandwidth, and low power con-
sumption. The key principle of photonic computing lies in
the fact that the clock frequency of photonic devices is signif-
icantly faster than that of transistors, with a speed difference
of 1-2 orders of magnitude [20]. Additionally, the power con-
sumption of transistor-based circuits is proportional to the
cube of the clock frequency 𝑓 [32], while the power consump-
tion of photonic-electronic accelerators is linearly related to
𝑓 [67], resulting in less heat generation. Therefore, photonic
computing is expected to meet the performance demands of
AI hardware in the post-Moore era.

However, due to precision limitations, photonic comput-
ing struggles to meet the requirements of high-precision
DNN training. Extensive Digital-to-Analog (DA) and Analog-
to-Digital (AD) conversions are required before and after
photonic computing, which not only create performance
bottlenecks but also result in significant power consump-
tion. As bit precision increases, the power consumption of
Analog-to-Digital Converters (ADCs) and Digital-to-Analog
Converters (DACs) rises correspondingly. Notably, ADCs
exhibit an exponential increase in power consumption, with
each additional bit of precision approximately quadrupling
the energy consumption of the conversion process [36]. Com-
paring to the high energy consumption of high-precision
ADCs (orders of nJ), multiplication operations in the pho-
tonic domain only consume tens to hundreds of aJ [52]) (one
aJ is 10−9 nJ). High-precision ADCs can easily dominate the
overall system energy consumption. Furthermore, to ensure
computational integrity, the Signal-to-Noise Ratio (SNR) re-
quired for photonic devices increases exponentially with bit
precision, necessitating corresponding power levels. There-
fore, the precision issues in photonic computing have always
been a significant challenge.
Due to precision limitations, most photonic accelerators

currently focus on DNN inference [30, 49, 50, 54, 63, 69],
which is less sensitive to quantization noise. Additionally,
some studies have focused on enabling low-precision DNN
training [10, 13], but they still face significant challenges in
maintaining high model accuracy. Only a few studies have
attempted to achieve high-precision DNN training using
photonic computing. For example, the state-of-the-art pho-
tonic accelerator for DNN training, Mirage [16], still faces
significant challenges in terms of high power consumption
and large area requirements. This is attributed to the archi-
tectural requirements, which mandate the deployment of
numerous photonic components such as phase shifters, mi-
croring resonators, and a large number of high-bit-width
DACs. Generally speaking, achieving high-precision and
low-power DNN training remains a critical and significant
challenge.

In this paper, we propose ROCKET, an RNS-based photonic
accelerator for high-precision and energy-efficient DNN

training. In RNS, multiple low-precision computation results
combine to reconstruct high-precision outcomes. Each low-
precision residue operation performs independently of other
residues, demonstrating significant parallelism potential. To
obtain low-precision residue operands, a set of pairwise co-
prime moduli needs to be selected. Our moduli selection
scheme supports any set of co-prime moduli, replacing the
fixed three-moduli set. To achieve low-power parallel ma-
trix multiplication under RNS, we design a novel photonic
accelerator based on intensity modulators. The architecture
of the accelerator is simple, with the basic multiplication
component requiring only two modulators. Further, we pro-
pose a hybrid photonic-electronic pipeline dataflow to fully
exploit the performance potential of this accelerator. For the
photonic computing path, we introduce synchronization and
data recognition modules to align the high-speed photonic
computation frequency with the lower-speed electronic data
path frequency. Compared to previously proposed photonic
accelerator for DNN inference, Lightning [69], which uti-
lizes Directed Acyclic Graphs (DAGs) for task scheduling,
the hybrid pipeline design does not require an extremely
time-consuming DAG reconstruction process when changes
occur in the training set or batch size, thereby enhancing
performance and reducing power consumption.

In particular, this paper makes the following contributions.

• We propose an RNS-based photonic accelerator ar-
chitecture for high-precision DNN training, which
minimizes the number of photonic components while
maximizing data reuse. To the best of our knowledge,
ROCKET is the first photonic accelerator capable of
achieving high-precision and low-power DNN train-
ing.

• Wepropose a hybrid photonic-electronic pipeline dataflow
design that addresses themismatch between the speeds
of traditional electronic pipelines and photonic com-
putation frequencies, thereby enabling efficient and
accurate DNN training.

• We build a high-frequency 4.096 GHz hybrid photonic-
electronic prototype, integrating FPGA, RF compo-
nents, and photonic elements, to demonstrate the feasi-
bility of the ROCKET accelerator. Experimental results
show that ROCKET outperforms the A100 GPU and
TPU v4 in dot product operations by 4.7× and 4.0×, re-
spectively. Large-scale simulations across seven main-
stream DNN models reveal that ROCKET achieves
an average speedup of 33×, 243×, and 198× in train-
ing time, while reducing energy consumption by 64×,
204×, and 142× compared to Mirage, A100 GPU, and
TPU v4, respectively.

The rest of the paper is organized as follows: Section 2
presents the background and motivation. Section 3 describes
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the ROCKET accelerator architecture. Section 4 introduces
the dataflow design based on a hybrid photonic-electronic
pipeline. Sections 5 and 6 shows the validation prototype
setup, performance evaluation, and large-scale simulation
results. Section 7 presents related works. Finally, Section 8
concludes the paper.

2 Background and Motivation
2.1 Photonic Multiplication

Figure 1: Intensity MZMs-based photonic multiplica-
tion.

A common technique to performmultiplication in the pho-
tonic domain is to cascade two Mach-Zehnder modulators
(MZMs) to multiply two input voltages from DACs [19], as
shown in Figure 1. DAC1 applies an input voltage𝑉1 toMZM1,
generating a light wave with an intensity proportional to 𝑉1.
This light wave serves as the carrier signal for MZM2. Then,
DAC2 applies a second input voltage 𝑉2 to MZM2, generat-
ing a light wave with an intensity proportional to 𝑉2. The
result is a double-modulated light wave with an amplitude
proportional to𝑉1 ×𝑉2. The photodetector receives the light
intensity from MZM2 and converts it into an analog signal.
Finally, the ADC converts this analog signal into a digital
signal. For example, let 𝑉1 = 0.5 and 𝑉2 = 0.6 represent the
input numbers in the electrical domain. By feeding these
numbers into the two MZMs shown in Figure 1, the intensity
of the output light from the MZM2 becomes proportional to
the multiplication of the two input voltages, 𝑉1 ×𝑉2 = 0.3.

2.2 Bit Precision in Photonic Accelerators
For hybrid photonic-electronic accelerators, the achievable
computation precision is primarily determined by two fac-
tors: the precision of data converters in the electronic domain,
including DACs and ADCs, and SNR during operations in
the photonic domain [15].

2.2.1 The Precision of DACs and ADCs. In the photonic do-
main, the multiplication of an 𝑁in-bit input and an 𝑁w-bit
weight, both encoded by DACs, results in an 𝑁out = 𝑁in+𝑁w-
bit output, which is decoded by the ADC. For example, for
the multiplication of 8-bit numbers, the output precision
needs to be at least 16 bits—this requires using an 𝑏ADC ≥ 16

ADC to ensure the accuracy of the result. Previous stud-
ies have shown that the energy consumption of ADCs is
two orders of magnitude higher than that of DACs. More
importantly, for each additional bit of ADC precision, the
energy consumption increases by approximately a factor of
four [16, 36]. For instance, for a 16-bit precision ADC, a sin-
gle AD conversion requires more than 1 nJ of energy. Given
that the energy consumption of multiplication operations in
the analog domain is relatively low (tens to hundreds of aJ
per operation), the energy consumption of high-precision
ADCs can easily dominate the total energy consumption.
2.2.2 The Impact of SNR on Precision. Besides the limita-
tions of data converters, the SNR requirements also restrict
the achievable precision. Two primary sources of analog
noise—shot noise and thermal noise—play a dominant role
in determining the effective SNR. Shot noise arises from the
statistical fluctuations in the number of incident photons or
generated electrons. It is commonly modeled as a zero-mean
Gaussian process, with a variance proportional to the pho-
todetector current and the bandwidth. The corresponding
formula is given as follows:

𝐼 2shot = 2𝑞𝐼pcΔ𝑓 , (1)

where 𝑞 is the electron charge, 𝐼pc is the photodetector cur-
rent, and Δ𝑓 is the bandwidth.
Thermal noise, on the other hand, originates from the

resistive elements in the trans-impedance amplifier (TIA),
and similarly follows a Gaussian distribution with variance
determined by temperature, resistance, and bandwidth. The
corresponding formula is given as follows:

𝐼 2thermal =
4𝑘𝑇Δ𝑓

𝑅
, (2)

where 𝑘 is the Boltzmann constant,𝑇 is the TIA’s equivalent
noise temperature (in Kelvin), and 𝑅 is the input resistance.

To achieve a bit precision of 𝑏, the system must be capable
of resolving 2𝑏 discrete levels, which implies that the required
SNR must be at least 2𝑏 . A commonly adopted strategy to
meet this requirement is to increase the optical input power,
thereby boosting the signal amplitude to reach the necessary
SNR. In other words, achieving high precision requires a
high SNR, which significantly increases the system’s power
consumption. Therefore, designing a photonic-electronic
accelerator for DNN training that concurrently achieves high
precision and energy efficiency is of significant research
value and practical importance.

2.3 The Residue Number System
RNS decomposes large-number computations into multiple
modular spaces, each corresponding to a set of mutually
prime moduli. This enables independent and parallel com-
putation across different moduli, improving computational
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Figure 2: The multiplication process under RNS.

efficiency while supporting high-precision DNN training. In
RNS, each number𝑋 is represented as a tuple (𝑥1, 𝑥2, . . . , 𝑥𝑛),
where 𝑥𝑖 is obtained by taking the remainder with respect
to a set of given co-prime moduliM = {𝑚1,𝑚2, . . . ,𝑚𝑛}. Let
us take the multiplication of 𝑋 = 174 and 𝑌 = 113 in the
binary number system (BNS) as an example. As shown in
Figure 2, in the BNS-to-RNS conversion, given the moduli
set {11, 13, 15, 16}, X and Y are represented as (9, 5, 9, 14) and
(3, 9, 8, 1), respectively. The upper limit of the dynamic range
of the moduli set is determined by𝑀 =𝑚1 ×𝑚2 × . . . ×𝑚𝑛 ,
meaning that each number 𝑁 less than𝑀 has a unique rep-
resentation, i.e., the dynamic range is [0, 𝑀). The upper limit
of the dynamic range for the moduli set (11, 13, 15, 16) is
𝑀 = 11 × 13 × 15 × 16 = 34320.

In RNS, addition and multiplication operations are closed,
meaning that the results of these operations can still be rep-
resented as remainders within the same modulus set. Con-
sider a modulus set (𝑚1,𝑚2, . . . ,𝑚𝑛) and two input num-
bers for addition and multiplication, 𝑋 = (𝑥1, 𝑥2, . . . , 𝑥𝑛) and
𝑌 = (𝑦1, 𝑦2, . . . , 𝑦𝑛). The specific formula for multiplication
is as follows:

𝑅 = 𝑋 × 𝑌 = (𝑟1, 𝑟2, . . . , 𝑟𝑛), (3)

where 𝑟𝑖 = |𝑥𝑖 × 𝑦𝑖 |𝑚𝑖
. As shown in Figure 2, 𝑅 = 𝑋 × 𝑌 =

( |9 × 3|11, |5 × 9|13, |9 × 8|15, |14 × 1|16) = (5, 6, 12, 14).
For RNS-to-BNS conversion, the Chinese Remainder The-

orem (CRT) is applied to uniquely reconstruct the integer
𝑍 from its remainders and moduli [42]. It is essential to en-
sure that all moduli are coprime and that the reconstructed
integer 𝑍 falls within the dynamic range [0, 𝑀). The specific
formula is as follows:

𝑍 =

𝑛∑︁
𝑖=1

��𝑧𝑖𝑀𝑖𝑀𝑖
−1��

𝑀
(4)

where 𝑀𝑖 = 𝑀
𝑚𝑖

, and 𝑀𝑖
−1 is the multiplicative inverse of

𝑀𝑖 modulo 𝑚𝑖 , such that 𝑀𝑖 · 𝑀𝑖
−1 ≡ 1 (mod 𝑚𝑖 ). This

inverse can be computed using the extended Euclidean algo-
rithm [24]. As shown in Figure 2, in the RNS-to-BNS conver-
sion, the number 𝑍 = 19662 is uniquely reconstructed using
the CRT.

3 ROCKET Accelerator Architecture
3.1 Moduli Selection
Moduli selection plays a critical role in RNS. To prevent over-
flow and ensure the integrity of multiplication operations
under RNS, it is crucial to ensure that the product of the
moduli is not less than the maximum possible value of the
intermediate results during residue computation. In other
words, the choice of bit width for each modulus and the size
of the moduli set are crucial. It is noteworthy that in the
RNS context, the photonic multiplication of Floating-Point
(FP) numbers refers specifically to the multiplication of the
mantissa, while other calculations are carried out using elec-
tronic components. To meet the low power consumption
requirements [36], the ADC precision should not exceed 9
bits, and the DAC precision should not exceed 5 bits. Hence,
the maximum value of the selected moduli should not exceed
32. At the same time, to ensure that intermediate results do
not overflow, it is necessary to ensure that the dynamic range
of the moduli set is at least twice the size of the mantissa of
the FP number.
The classical 3-moduli set {2𝑘 − 1, 2𝑘 , 2𝑘 + 1} and its cir-

cuits [23] are clearly unsuitable for high-precision training.
When 𝑘 = 4, the supported dynamic range is less than 12 bits.
For instance, the multiplication of high-precision BFloat16
numbers requires a dynamic range of at least 16 bits. Be-
cause BFloat16 has a 7-bit mantissa and 1-bit hidden bit,
multiplication operations will produce a 16-bit intermedi-
ate result. To support high-precision DNN training using
the BFloat16 format, a 5-moduli set {11, 13, 15, 16, 17} is em-
ployed for computation in the RNS. A one-to-one fast lookup
table structure is used to perform the BNS-to-RNS remainder
operation. Since the mantissa of BFloat16 corresponds to
only 256 unique integer values in fixed-point representation,
the lookup table needs to store only 256 entries. Each entry
contains the residues with respect to the five selected moduli,
requiring approximately 21 bits (about 3 bytes) of storage.
Consequently, the total memory overhead of the lookup table
is constrained to within 1 KB. Similarly, the reverse conver-
sion from RNS to BNS is also implemented via lookup tables.
These tables are computed once prior to training and reused
throughout. Compared to the 1 mW power consumption of
traditional specialized circuits [23], the specially designed
lookup table structure—implemented at the L1 level of the
memory hierarchy—can achieve an access energy of less
than 0.5 mW per lookup [46].

3.2 Photonic Multiplication Matrix Unit
DNN training includes two key steps: forward pass and back-
ward pass [68]. Since the core computational processes of
both steps involves general matrix-matrix multiplications
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Figure 3: Photonic multiplication matrix units.

(GEMMs), this paper takes forward pass as an example (un-
less otherwise specified). GEMM operations under RNS are
composed of dot products, where each dot product consists
of two steps: element-wise multiplication and summation.
This section focuses exclusively on the element-wise mul-
tiplication performed within the photonic computing core,
following the conversion from BNS to RNS. The accumula-
tion process is handled by the adder tree unit, which will be
introduced in section 3.3.

In Figure 1, we introduce the basic photonic multiplication
unit (PMU). To obtain the element-wise product of two vec-
tors, the elements of the weight vectorw and the input vector
x are modulated in the first and second columns of MZMs,
respectively, to achieve photonic multiplication. To achieve
parallel computation of multiple sets of element-wise prod-
ucts, the simplest method is to replicate PMU multiple times.
The laser source provides light waves of specific wavelengths,
which enter different PMUs via a splitter for modulation.

To reduce the usage of computational components and
enhance computational performance, we design a novel Pho-
tonic Multiplication Matrix Unit (PMMU) and propose a
corresponding data mapping scheme, as illustrated in Fig-
ure 3. Consider a DNN weight matrixW containing two row
vectors w1 = [𝑤11,𝑤12, ...,𝑤1𝑛] and w2 = [𝑤21,𝑤22, ...,𝑤2𝑛],
as well as an input matrix A for a batch of 2 containing
two input vectors x = [𝑥1, 𝑥2, ..., 𝑥𝑛] and y = [𝑦1, 𝑦2, ..., 𝑦𝑛].
First, we utilize WDM technology to provide two light waves
with different wavelengths, 𝜆1 and 𝜆2. These wavelengths
are then output to two different channels via a demultiplexer
(DEMUX), where𝑀𝑍𝑀1 and𝑀𝑍𝑀2 encode the weight pa-
rameters of two rows. Unlike the previous simple replication,
this design achieves encoding reuse, replacing the original
four MZMs with two. The modulated light waves then enter
the second column of MZMs via a splitter, with𝑀𝑍𝑀3 and
𝑀𝑍𝑀4 encoding data identical to that of𝑀𝑍𝑀5 and𝑀𝑍𝑀6.
This mapping method, by reusing input data already loaded
into caches or registers, reduces the need for main memory
access, thereby improving system performance and reducing
latency and energy consumption. Finally, 𝑃𝐷1 to 𝑃𝐷4 detect

the doubly modulated light waves and convert them into
voltage signals, which are then sent to ADCs to be converted
into digital signals. Considering that the computation para-
digm for different remainders is consistent under the RNS,
when constructing RNS-based PMMUs, we simply provide
the corresponding number of PMMUs based on the size of
the moduli set. For example, when the size of the modulus
set is 5, the number of required PMMUs is also 5.

3.3 RNS-based Photonic Computing Unit

Figure 4: RNS-based photonic computing units.

To compute dot products, a hybrid photonic-electronic
computing unit is designed, as illustrated in Figure 4. First,
element-wise multiplication under the RNS is performed us-
ing PMMUs. The resulting analog voltage signals are then
converted into multiplication results in the digital domain
through ADC arrays. All multiplication results, along with
the corresponding exponent and sign operations, are accu-
mulated in parallel through an adder tree unit. Note that each
ADC corresponds to an adder tree unit. The implementation
of the adder tree follows the hardware design methodology
described in [5]. Although the data samples read from the
ADC are 8 bits, we set the bit-width of the adder components
to 16 bits to prevent overflow during accumulation. Before
entering the adder tree, each sample is padded with an ad-
ditional 8 zeros. Parallel accumulation is necessary because
each ADC readout includes multiple parallel data samples.
For instance, if the ADC samples voltage readouts at a rate of
4.096 GS/s, and these digital data are read into the electronic
computing path at a frequency of 256 MHz, it means that
approximately every 4 ns, the ADC transmits 16 parallel sam-
ples to the electronic computing path. After accumulation by
the adder tree, the mantissa part of the FP result undergoes
a modulus operation to obtain a partial modular dot product
result. In addition, the adder tree unit is also employed to
aggregate intermediate results until the accumulation of the
entire vector is completed.

3.4 ROCKET Accelerator Design
Figure 5 shows the main architectural design of ROCKET.
ROCKET achieves tight coupling between the photonic and
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Figure 5: ROCKET Accelerator Architecture Design.

electronic chiplets through 3D integration [29], effectively
reducing system latency and optimizing overall energy effi-
ciency. The photonic chiplet includes several key photonic
devices, such as MZIs and waveguides, while the electronic
chiplet includes SRAMs, DAC/ADC arrays, and adder trees.
In this design, the input and output weights, which are parti-
tioned into tiles, first undergo BNS-to-RNS conversion before
being sent to the DAC arrays. These operations are all han-
dled within the electronic chiplet. After DA conversion, the
data is transmitted to the RNS-based Photonic Computing
Unit (RNS-PCU) array for dot product computation. Element-
wise multiplication is performed on the photonic chiplet. The
results are collected from the photonic chiplet via photode-
tectors and TIA circuits located on the electronic chiplet.
Subsequently, the analog signals are further converted into
digital signals through the ADC arrays, and the resulting
data are then passed into the adder tree circuits to complete
the dot product computation. The output results undergo a
final modulus operation before being converted from RNS
to BNS. The converted data is then sent to subsequent cir-
cuits for further processing, such as performing nonlinear
operations.
Data is loaded from off-chip DRAM into on-chip SRAM

arrays for reading and writing. In ROCKET, three separate
types of SRAM arrays are dedicated to storing activations,
weights, and gradients, respectively, along with an additional
specialized custom SRAM array designed for constructing
fast lookup tables used for BNS-RNS conversions. These
arrays, along with other digital circuits, are placed on the
electronic chiplet. To match the frequency of the photonic
compute path with the electronic compute path, we provide
corresponding electronic compute units for the photonic
path. For example, when the photonic path operates at a clock
frequency of 4 GHz, the electronic compute units operate at
1 GHz. In this scenario, four sets of electronic compute units
create four parallel data streams in each digital clock cycle,
feeding data into the photonic compute core at a frequency
of 4 GHz. Each PMMU is equipped with four dedicated SRAM
sub-arrays for each type of SRAM. The same configuration
is also applied to other digital circuits. This design ensures

that memory access and digital computation are fast enough
not to limit the performance of the photonic core.

4 Hybrid Pipeline-based Dataflow
4.1 Overview of Hybrid Pipeline-based

Dataflow
ROCKET proposes a hybrid pipeline-based dataflow that con-
siders the differing characteristics of photonic and electronic
computing paths, as illustrated in Figure 6. The input and
weight matrices are partitioned into smaller blocks, aligned
with the sizes of the SRAM and PMMUs. If necessary, these
matrices are flattened before partitioning. The partitioned
data is divided into three parallel streams: the sign bit is sent
to the XOR unit, the exponent parts to the exponent pro-
cessing unit, and the mantissa parts to the BNS-to-RNS unit
for conversion. The converted data must be synchronized
in the Operand Synchronization (OS) unit. Once synchro-
nization conditions are met, the data is sent to the DACs for
conversion. After the photonic computation is completed,
the data are sent to the valid data recognition unit to dif-
ferentiate between valid data and noise. The valid data are
read from the ADCs and then processed through the adder
tree to compute partial or complete modular dot products in
parallel. It is important to note that the mantissa results at
this stage require a modulo operation. Subsequently, these
results are transferred to the RNS-to-BNS conversion unit.
If there is a need to accumulate partial dot products, this
can be iteratively performed using the adder tree. The next
unit involves applying a nonlinear function, such as ReLU or
softmax. Given the complexity of these nonlinear functions,
this stage may require additional clock cycles to compute the
final result. Since the nonlinear computations are executed
only once per vector dot product, these additional cycles
are pipelined across all vector dot products within a DNN
layer, adding only a few extra cycles to the last vector dot
product. Stages 1-8 are repeated in a pipelined manner until
the forward pass is complete. Input and weight gradients are
then calculated in a similar manner.

Photonic computing lacks any form of memory or instruc-
tions to control the computational dataflow for complex real-
world applications. For example, while an arithmetic logic
unit (ALU) can simultaneously retrieve two elements from
registers, accurately synchronizing input data in a photonic
multiplication unit is a significant challenge. This is because
the photonic multiplication unit lacks memory and immedi-
ately processes signals received from the DACs. Therefore, it
is crucial to ensure that all necessary data are simultaneously
available in the nearest level of storage; otherwise, any devia-
tion will lead to incorrect computation results. Furthermore,
due to the lack of effective data recognition logic in the pho-
tonic computing core’s output, distinguishing between noise
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Figure 6: RNS-based hybrid dataflow for the forward pass.

and valid data becomes difficult. To address these challenges,
we propose two new stages: operand synchronization and
valid data recognition, which will be discussed in detail in
Sections 4.2 and 4.3.

4.2 Photonic Operand Synchronization
The photonic operand synchronization unit is responsible
for supplying synchronized parallel data streams to the DAC
arrays. In the photonic computing core, precise alignment
is required during the element-wise multiplication of two
high-speed analog voltage streams, a = [𝑎𝑖 ] and b = [𝑏𝑖 ],
to prevent computational errors. As illustrated in Fig. 1, if
the analog voltage sequences provided by the two DACs
are not properly synchronized, the multiplication result will
deviate from the expected value (e.g., 0.3), producing an
indeterminate erroneous output. Ensuring synchronization
between the two analog voltage time series, which must
be fed into two intensity modulators at high frequencies,
presents significant challenges. For instance, at a frequency
of 10GHz, the time interval between consecutive voltage
samples is merely 0.1 ns. When the required data resides
across off-chip memory and SRAM, the mismatch in access
latencies can lead to desynchronization of the DAC outputs,
resulting in computational inaccuracies.

To address these challenges, valid flags (valid[]) are intro-
duced in the OS unit, with each DAC maintaining its own
data valid flag. When new data samples become ready for
transmission, the corresponding valid flag is automatically
set to 1. If no new data samples arrive after the currently
valid data is transmitted, the flag is reset to 0. Importantly,
during each digital clock cycle, the OS unit automatically
monitors the data readiness status of all parallel AXI streams.
Once all DACs have their valid flags asserted, the OS unit

triggers the synchronized transmission of voltage streams
into the photonic computing core.

4.3 Valid Data Recognition
When ROCKET has not yet transmitted the parallel voltage
streams to the photonic computation core, the ADC array
has already begun digital signal conversion. At this point,
each ADC outputs multiple parallel data samples. The pho-
tonic computation core itself does not take responsibility
for the accuracy of the computation results, and subsequent
steps in the data stream continue execution regardless of
whether the computation results are correct or not. In such
cases, the system is prone to computational errors. Consider
the following scenario: the ADC performs analog signal con-
version at a frequency of 4.096 GS/s, and given that the clock
frequency of the data path is 256 MHz, the ADC transmits
16 parallel samples to the data path approximately every 4
ns. There are three possible situations: the first is that valid
data is obtained precisely at the start, meaning that the next
16 samples are all valid; the second is that valid data is ob-
tained starting at a specific sample point, meaning that the
16 samples from that point onward are valid; the third is that
all 16 parallel samples are noise, with no valid data present.

To address this challenge, a preamble sequencewith a fixed
pattern is added to each vector in the digital domain before
transmitting the training data to the DACs. The preamble
sequence is repeated N times. When the read data matches
the detected number of preamble sequences, parallel samples
are read to obtain the photonic multiplication results. It is
evident that always adding a preamble sequence to each
vector increases additional computational tasks. Therefore,
we introduce a tail sequence, consisting of a fixed pattern.
When the operand synchronization unit starts outputting
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parallel voltage streams (i.e., all valid[] states are 1), and
after some clock cycles the valid[] states are no longer all 1,
indicating that the latest DNN training data is not ready, a
separate tail sequence is added in the digital domain. There
is no need to add a preamble sequence to each vector before
detecting this tail sequence; direct reading of valid data is
sufficient. When this tail sequence is detected, the unit re-
detects the preamble sequence, waiting to read the next valid
data.

5 Experimental Validation
5.1 Prototype Setup
5.1.1 Electronic Components. To validate the feasibility of
the ROCKET accelerator, we implemented a system proto-
type on the Xilinx Zynq UltraScale+ RFSoC ZU28DR FPGA
platform [65]. Figure 7 shows a photograph of the ROCKET
validation prototype. The RTL implementation was written
in Verilog [58] and simulated for verification using a test-
bench created in the Xilinx Vivado 2024.1 [3] integrated
development environment (IDE). The RTL design of the
ROCKET data path, along with the Xilinx RF data converter
(DAC/ADC) IP and DDR4 DRAM IP, was synthesized and
implemented in Vivado IDE to generate the bitstream, which
was then executed on the ZCU111 board. The AXI 4 stream
protocol [7] was responsible for data transfer between the
FPGA programmable logic and the digital-analog conver-
sion modules, while the AXI Lite protocol [2] facilitated the
transmission of control signals and parameters between the
embedded PetaLinux [4] and FPGA modules. The FPGA was
configured to operate at a frequency of 256 MHz, with each
DAC and ADC on the Xilinx XM500 RF board [65] config-
ured to a data sampling rate of 4.096 GHz, resulting in 16
data samples per FPGA clock cycle. The DAC samples and
ADC samples represent a 4-bit and 8-bit fixed-point number
in the analog domain, respectively. It is important to note
that when the photonic computing frequency changes, the
dataflow of ROCKET does not require any modifications;
only the AXI stream width and parallelism need to be ad-
justed accordingly.
To enhance SNR of the analog signal, the DAC is con-

figured for differential output. To drive the optical mod-
ulator [60] in the prototype, a half-wave radio frequency
(RF) voltage (𝑉𝜋 = 5V) is required. This is achieved by
serially connecting two LMH5401EVM differential ampli-
fiers [57] to amplify the signal. The amplified signal is sub-
sequently converted to a single-ended output through the
MAX4444EVKIT [6] to facilitate modulation by the optical
modulator. Testing with the Moku Pro [25] shows that after
amplification and aggregation, the differential RF output sig-
nal achieves approximately three times the gain. On the ADC
side, a common-mode voltage (𝑉cm = 1.25V) is set to adjust

the DC offset of the input signal, ensuring it falls within
the ADC’s input range. To apply the common-mode voltage
𝑉cm and further amplify the analog signal, an LMH5401EVM
amplifier is connected to the output of the photodetector.

5.2 Photonic Components
Our prototype utilizes a tunable continuous-wave laser source [1],
which supports a high power output of 15 dBm and is set
to a wavelength of 1550 nm. For the purpose of performing
photonic multiplication, we utilize two 10 GHz Lithium Nio-
bate intensity modulators [60]. To optimize the polarization
state of the optical signal transmission, a polarization con-
troller [59] is placed between the twomodulators. To lock the
optimal operating point of the intensity modulator, we use
the MBC-SUPER bias controller [39] to automatically lock
and monitor the modulator’s output in real-time through the
provided Graphical User Interface (GUI). At the output end,
a 15 GHz photodetector, RXM15EF [61], is used to convert
the optical signal into an analog electrical signal.

Figure 7: ROCKET validation prototype: integration of
photonic and electronic components.

5.2.1 Memory Access. ROCKET is equipped with 4 GB of
DDR4 memory, directly connected to the data path to sup-
port the training of DNNmodels. The DNNmodels requiring
training are stored in its DRAM. To manage memory access,
a DDR controller has been implemented within ROCKET’s
data path. The DDR4 memory is capable of achieving a data
rate of approximately 170 Gbps [62]. This rate exceeds the
aggregate data rate of the two DACs in the prototype respon-
sible for converting DNN inputs and parameters, calculated
as 2×4.096GS/s×8 b/S = 65.536Gbps. To ensure the system
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operates stably while handling high-frequency data streams
and to avoid performance issues caused by data burstiness,
we have implemented a back-pressure controlled AXI stream
with a DRAM buffer. It should be noted that higher photonic
computing frequencies or a greater number of DACs would
necessitate an increase in DRAM interface bandwidth or the
use of High Bandwidth Memory (HBM) [34] with multiple
stacks to match bandwidth requirements.

5.3 Data Formats for DNN training
One of the key focuses of this work is to achieve high-
precision DNN training. In the experiments, we implemented
mixed-precision DNN training using BFloat16 and FP32, with
FP32 primarily used for primary weight updates. Unless oth-
erwise specified, the data formats used in the following sec-
tions remain consistent with this. The BFloat16 format in-
cludes 1 sign bit, 8 exponent bits, and 7 mantissa bits. When
multiplying two BFloat16 numbers, the implicit leading 1 of
the mantissa cannot be ignored. This implies that multiply-
ing two 8-bit fixed-point numbers can produce up to a 16-bit
fixed-point product. To ensure operations remain within the
dynamic range, we select a modulus set of {11, 13, 15, 16, 17},
where 𝑀 exceeds 219. Based on the mantissa range of the
BFloat16 format and the modulus set, a fast lookup table
structure is preprocessed to facilitate BNS-RNS conversions.

5.4 Photonic Multiplication Evaluation

Figure 8: (a) Latency comparison for multiplication
and dot product operations. (b) Latency comparison
for photonic and electronic computing paths during
AlexNet training.

To evaluate the speed of photonic multiplication and dot
product operations on our ROCKET prototype, we randomly
generated 1,000 pairs of numbers in the BFloat16 format. The
computational latency reflects the time from the initiation
of a computation request to the moment the result exits the
system. Figure 8 (a) compares the computational latency of
multiplication and dot product operations using ROCKET
versus the A100 GPU and TPU. We observed that ROCKET

achieves a latency that is 4.93 times and 4.25 times faster
than the A100 and TPU, respectively, in multiplication calcu-
lations. Similarly, for dot product operations, ROCKET also
demonstrates a latency advantage, being 4.72 times faster
than the A100 and 3.98 times faster than the TPU. When
estimating latency for a 64 × 64 GEMM operation, since all
computing platforms employ the same tiling strategy and
the subsequent computational procedures remain essentially
identical to the dot product calculations, we extrapolate that
ROCKET will maintain a similar speedup as observed in the
dot product operations.

To analyze the impact of ROCKET’s electronic computing
path on the latency of photonic multiplication, we decom-
posed the DNN training latency results into two parts: the
electronic computing path and the photonic computing path.
As shown in Figure 8 (b), our statistics for the AlexNet model
during the training of different layers indicate that the pho-
tonic computing path contributes, on average, approximately
30.42% of the total latency, representing a 39.16% reduction
compared to the electronic computing path. Although the
photonic part still contributes to some extent to the latency
in multiplication tasks, its impact is significantly lower than
that of the electronic part. Meanwhile, the overall perfor-
mance improvement of the system is constrained by bot-
tlenecks in the electronic part, including but not limited to
memory, pipeline modules, and other electronic computation
modules.

6 Large-scale Simulations
6.1 Simulation Setup
6.1.1 Performance Models. We incorporate device-level pa-
rameters from electronic [12, 34, 47] and photonic computing
devices [31, 64, 66], as well as empirical measurements of
hybrid dataflows on FPGA platforms, and develop a discrete-
time event-driven simulator based on the PyTorch frame-
work [40] to evaluate system-level performance during DNN
training and inference. The hardware parameters of the base-
line systems—including the A100 GPU, TPU v4, Mirage, and
Lightning—are obtained from publicly available sources, as
detailed in [16, 27, 38, 69]. In the electronic computation path,
we used a First-In-First-Out (FIFO) queue-based pipeline for
dataflow scheduling.

6.1.2 Area and Power Models. To evaluate the area and
power consumption of ROCKET, we synthesized the RTL
of ROCKET’s electronic computation path using Cadence
Genus synthesis software with a commercial 65 nm process
library [55] to obtain the netlist data. To calculate the power
consumption, we annotated the toggle rates of the digital
gates using waveforms generated by the Vivado testbench.
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Table 1: Electronic and Photonic Device Parameters.

Devices Unit area (mm2) Unit Power (𝑊 )

Electronic

Memory controller 0.129 0.0186
Hybrid module 15.75 4.96

Conversion module 0.02 0.0006
HBM [34] 81.1 7.41
DAC [47] 0.043 0.0091
ADC [12] 0.013 0.0094

Nonlinear module 0.035 0.038

Photonic
Modulator [64] 0.165

3.8E-3Photodetector [31] 3.2E-5
Laser [66] 0.01

Using resource consumption data from the electronic com-
puting path, we derived the area and power consumption
for the electronic chip. Furthermore, by employing scaling
equations provided in [53], these parameters were adjusted
to 7 nm technology. Additionally, photonics device parame-
ters obtained from prior work [69] allowed us to derive the
total area and power consumption of ROCKET. Based on
the above model, we can obtain the key photonic and elec-
tronic parameters used in large-scale simulations, as shown
in Table 1. Here, the hybrid module refers to the photonic
operand synchronization and valid data recognition unit,
the conversion module refers to the dedicated SRAM for
BNS-RNS conversion, and the nonlinear module refers to the
nonlinear logic computation unit.

6.1.3 DNN Models. Seven mainstream DNN models are
evaluated. Among them, the vision models AlexNet [28],
ResNet18 [22], VGG16 [14], and VGG19 [51] were trained on
the ImageNet dataset [17]with a batch size set to 256. The nat-
ural language processingmodel GPT-2 [44] was trained using
the WebText training set [44]. The recommendation system
model DLRM [37] was trained on the Criteo dataset [11]. Ad-
ditionally, the question-answering system model BERT [18]
was trained on the SQuAD v1.1 dataset [45].

6.1.4 Accelerators for Comparison. We compared ROCKET
with the electronic accelerators A100 GPU [38], TPU v4 [27],
and the state-of-the-art photonic DNN training accelerator,
Mirage [16]. Among them, the A100 GPU serves as the rep-
resentative of general-purpose accelerators, the TPU v4 as
the representative of contemporaneous application-specific
integrated circuit (ASIC) accelerators, and Mirage as the
representative of the latest photonic accelerators for DNN
training. ROCKET operates at a frequency of 100 GHz and
can perform 2,250 photonic multiplications per clock cycle.
Additionally, we compared ROCKET with the previously pro-
posed state-of-the-art photonic DNN inference accelerator,
Lightning [69].

Table 2: Validation accuracy compared to various data
formats.

Models ROCKET Mirage FP32 Bfloat16 INT8

AlexNet 56.75 55.64 56.77 56.69 51.26
ResNet18 75.10 75.17 75.12 71.01 66.25
VGG16 69.89 69.02 69.90 69.82 64.45
VGG19 71.52 70.54 71.55 71.50 66.49
GPT-2 41.26 39.41 41.29 41.15 36.21
DLRM 78.55 76.41 78.59 78.50 72.98
BERT 69.95 67.98 69.98 69.90 64.30

6.2 Simulations Results
6.2.1 Validation Accuracy. We evaluated the validation ac-
curacy of ROCKET across different DNN models, as shown
in Table 2. To ensure a fair comparison, the same training
parameters were used in all experiments. It can be seen that
ROCKET consistently delivers validation accuracy compara-
ble to FP32 training. Furthermore, ROCKET demonstrates
higher validation accuracy compared to Mirage.

6.3 Power and Area
Table 3 compares the energy consumption per Multiply-
Accumulate (MAC) operation of the RNS-PCU in the ROCKET
accelerator with different accelerator platforms. To intu-
itively compare the advantages of photonic computing, the
energy consumption per MAC operation reported here refers
specifically to the RNS-PCU unit. It can be seen that ROCKET
features the highest clock frequency at 100 GHz and the low-
est energy consumption per MAC operation. While it is evi-
dent that the Mirage chip surpasses GPUs and TPUs in terms
of computational speed, it falls short in energy management
compared to these processors.
Figure 9 shows the peak power and area breakdown for

ROCKET. It can be seen that SRAM accesses contribute the
majority of power consumption (66.2%) in ROCKET. This
is because DNN training using BFloat16 + FP32 requires
frequent SRAM operations. With the development of more
low-precision DNN training methods, there is potential to
reduce the overall data storage requirements and the energy
consumption per SRAM access. Notably, in our design, data
converters only consume 6.2% of the total power—contrary
to the typical situation in analog accelerators where data con-
verter power dominates. This is mainly due to the reduced bit
precision of DACs/ADCs, leading to an exponential decrease
in their power consumption. The reduction in bit precision
also decreases the required SNR during analog operations,
while laser power shows a certain decrease, although opti-
cal losses prevent an exponential reduction in laser power.
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Table 3: Energy consumption comparison of per MAC
operation on different accelerators

Accelerators ROCKET Mirage A100 TPU

pJ/MAC 7.9 (fJ) 0.21 0.07 0.07
𝑓 (𝐻𝑧) 100G 10G 1.41G 1.05G

Additionally, the use of multiple moduli increases the com-
ponent count, leading to higher power consumption in other
components (SRAM arrays, TIAs, accumulators, etc.), which
significantly reduces the relative contribution of data con-
verter power.

Figure 9 (b) shows that most of the area is occupied by
photonic devices and SRAM. All components together oc-
cupy 794.3 mm2, with the photonic chiplet occupying 392.16
mm2 and the electronic chiplet occupying 402.14 mm2. Since
the photonic and electronic chiplets are stacked via 3D in-
tegration, the total area can be considered as the larger of
the two chiplets (402.14 mm2). The ROCKET chip exhibits
a larger footprint compared to the Mirage chip, being 1.65
times larger. In contrast, it is smaller when compared to the
A100 chip (826 mm2) and the TPU v4 chip (600 mm2), with
the ROCKET chip being approximately 2 times smaller than
the A100 and 1.49 times smaller than the TPU v4.

Figure 9: The peak power consumption and area break-
down for ROCKET photonic accelerator.

6.4 Performance of DNN Training
Figure 10 illustrates the average speedup and energy savings
achieved by ROCKET in training various DNN models com-
pared to Mirage, A100 GPU, and TPU v4. Notably, the Mirage
accelerator requires the use of BFP format for DNN training,
consistent with parameters described in [16]. For the DNN
training, we considered the computational times in both the
electronic computing path and the photonic computing path.
Similarly, the total system energy consumption includes en-
ergy expenditures from both these paths. The results indicate

that ROCKET achieves a speedup in DNN training times by
factors of 33×, 243×, and 198×, and energy savings by factors
of 64×, 204×, and 142× compared to Mirage, A100 GPU, and
TPU v4, respectively.

Figure 10: Speedup and energy saving compared to
state-of-the-art accelerators.

6.5 ROCKET as an DNN Inference
Accelerator

This paper focuses on DNN training; however, since infer-
ence is a subset of training, ROCKET can also be used to
accelerate DNN inference. We compared ROCKET with the
state-of-the-art photonic DNN inference accelerator Light-
ning, as shown in Table 4. For fairness, we used 8-bit quan-
tized integers uniformly during inference. The results in-
dicate that ROCKET improves the average inference time
by 5.28× and achieves a 1.83× improvement in average en-
ergy consumption compared to Lightning. This is because
Lightning requires additional graph construction time. Fur-
thermore, Lightning needs to identify preambles after each
photonic computation.

6.6 Noise and Process Variation
Management in ROCKET

In photonic computing cores, computational errors may arise
due to shot noise, thermal noise, optical path losses, and pro-
cess variations. As discussed in Section 2.2.2, increasing the
optical input power is a common approach to enhance the
SNR in order to mitigate noise interference and achieve the
desired computational precision. However, during prolonged
system operation, higher input power may cause device heat-
ing, which can induce phase drift, resonance wavelength
shifts, and other effects that degrade the computational ac-
curacy and system stability. To achieve efficient thermal
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Table 4: Speedup and energy savings compared to state-of-the-art photonic accelerator for DNN Inference.

DNN AlexNet ResNet18 VGG16 VGG19 GPT-2 DLRM BERT

Speedup 5.41× 5.30× 5.38× 5.23× 5.26× 5.17× 5.25×
Energy Savings 1.92× 1.84× 1.87× 1.80× 1.78× 1.84× 1.82×

management, we adopt the closed-loop thermal feedback
control system proposed in [56] to dynamically stabilize
system performance. In addition, process variations may
cause 𝑉𝜋 drift and bias point drift in Mach–Zehnder MZIs,
leading to computational errors. Several methods have been
proposed to minimize or calibrate these errors, including
design optimization approaches [35], self-calibration tech-
niques [9, 21], and post-fabrication trimming methods [26].
Given that the underlying sources of these errors are largely
architecture-independent, these approaches are equally ap-
plicable to ROCKET and other photonic hardware systems.

7 Related Work
Most existing photonic DNN accelerators primarily focus on
enhancing the efficiency of the DNN inference, as the DNN
training requires high-precision computation, particularly
for gradient calculations that demand a relatively high dy-
namic range. These accelerators are based on MRR [33, 43],
Mach-Zehnder interferometers (MZI) [8, 48], and hybrid im-
plementations of MRR and MZI [49, 50]. Mirage adopts a
hybrid MRR and MZI design, achieving high-performance
DNN training under RNS [16]. For any modulus𝑚, each mul-
tiplication unit in Mirage contains ⌈log2𝑚⌉ phase shifters
and 2⌈log2𝑚⌉ MRRs. During the MAC process, to support
modular reduction by a modulus𝑚, the 2𝜋 phase range must
be mapped to 2𝜋/𝑚 at each phase shifter. To ensure com-
putational integrity, power consumption must be increased
to meet the required SNR. Under the same per-MAC energy
budget, Mirage consumes 17.2 times more power compared
to the systolic array when performing 4-bit mantissa calcu-
lations in the BFP format [68]. On the contrary, ROCKET
requires only two intensity modulators per photonic mul-
tiplication operation. Additionally, through the design of
the photonic accelerator, we minimize the use of computing
components (such as DACs and MZMs) and maximize data
reuse. This approach enables us to support high-precision
numerical computations, such as BFloat16, at low power
levels. The experimental results indicate that, compared to
Mirage, ROCKET achieves a speedup of 33× in DNN training
time and an energy savings of 64×.
In addition, most existing research has focused on pho-

tonic hardware performance and architectural design, with
little attention paid to the study of dataflow. Previous re-
search has shown that when dataflow stalls occur, latency

can increase by five orders of magnitude or more [69]. For
example, some works [19, 52] employ a stop-and-go method
where the photonic core remains idle during the execution
of digital path computations until the next layer of com-
putation is initiated, significantly limiting the advantages
of photonic computing. Lightning proposes a count-action-
based Directed Acyclic Graph (DAG) scheduling method for
DNN inference [69]. This scheduling method requires an ad-
ditional DAG construction process, which needs to be recon-
structed whenever the inference task size changes, greatly
increasing execution time. For DNN training, the DAG must
be rebuilt whenever the training set or batch size changes.
Our work designs a dataflow based on a hybrid photonic-
electronic pipeline, eliminating the need for time-consuming
composition processes. Experimental results indicate that
ROCKET achieves a 5.2× improvement in average inference
time and a 1.8× increase in average energy consumption.

8 Conclusions
To achieve photonic computing tailored for high-precision
DNN training, we propose ROCKET, an RNS-based photonic
accelerator. To enable efficient photonic computation under
RNS, we propose a novel photonic accelerator architecture
and design a dataflow based on a hybrid pipeline. Finally, we
build a high frequency 4.096 GHz hybrid photonic-electronic
prototype using FPGA, RF devices, and photonic components,
demonstrating the feasibility and potential of advanced pho-
tonic computing. Large-scale simulations show that com-
pared to Mirage, A100 GPU, and TPU v4, ROCKET achieves
speedups of 33×, 243×, and 198×, and energy savings of 64×,
204×, and 142×, respectively, across seven mainstream DNN
models.
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