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Abstract
Graph Convolutional Network (GCN) has gained popular-
ity as it could lower the human expert’s burden in making
tactical real-time decisions. As Moore’s law is reaching an
end, the acceleration of the conventional GCN systems is
limited. One promising alternative is the Adiabatic Quantum-
Flux-Parametron (AQFP) superconducting computing as it
can achieve extremely high energy efficiency compared to
CMOS. In this paper, we propose an AQFP-aware GCN ac-
celeration framework via co-optimizing AQFP hardware
and GCN algorithms. More specifically, we first develop a
regrowth-after- partitioning algorithm to enable the AQFP
hardware parallelism and accelerate the aggregation compu-
tation while maintaining accuracy. Then, we propose two dis-
tinct AQFP-based architectures tailored specifically for each
of the combination and aggregation stages. Furthermore, to
unlock the extreme energy efficiency, we develop a hybrid
binarized/low-bit GCN hardware/software co-design that
can be efficiently executed on AQFP-based devices. Lever-
aging the AQFP randomized behavior, we adjust the AQFP
buffer design to achieve multi-bit intermediate results and
explore the bit-width at the output of the combination step.
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1 Introduction
As an emerging branch in deep learning research, graph neu-
ral networks (GNNs) aim to lower the human expert’s burden
in making tactical real-time decisions in applications, such
as computer vision [70], traffic forecasting [44], autonomous
systems [71], drug discovery [9], and social influence [33]. Re-
cently, several GNN models have been developed to incorpo-
rate external features into graph structures, e.g., Graph Con-
volutional Networks (GCN) [49], GraphSAGE [35], Graph
Isomorphism Networks (GIN) [84], and Graph Attention Net-
works [78]. GCN has become the most popular GNN among
others due to its foundational architecture, effective perfor-
mance on wide range of tasks [2, 36, 83, 92]. It comprises two
primary phases - aggregation and combination, implicating
iterative traversal of the graph nodes and edges.
In order to achieve high performance and energy effi-

ciency for GCN systems, two research trends have emerged.
The first one is graph input or weight sparsification algo-
rithms that aim to reduce the computation and memory
footprint [13, 14, 16, 89]. The second one is to address the
workload imbalance caused by the irregularity of the graph
inputs with highly unbalanced non-zero distributions accord-
ing to AWB-GCN [28], EnGn [52], G-CoS [90] and [1, 5, 51].
As Moore’s law is reaching an end [79], the potential for

accelerating GCN systems using conventional Von-Neumann
architecture remains limited. We are in urgent need of (i)
a next-generation technology beyond CMOS, and (ii) the
corresponding customized novel computing architectures
for GCN accelerators to achieve ultra-high energy efficiency.
One promising alternative is the Adiabatic Quantum-Flux-
Parametron (AQFP) superconducting computing [15]. By
leveraging magnetic flux quantization and quantum interfer-
ence in Josephson-junction (JJ)-based superconductor loops,
AQFP have emerged as promising candidates for future com-
puting. Compared to state-of-the-art CMOS technology, AQFP
can potentially achieve an energy-efficiency gain in the range
of 104 ∼ 105 [15].
Despite the recent success of AQFP-based convolutional

neural network (CNN) [50, 85], implementing GCNs on the
AQFP superconducting computing platform presents unique
challenges:
(i) GCN computation complexity.While the combination

phase uses a computation pattern similar to CNN, the ag-
gregation phase relies on the sparse and irregular graph
structure. Such inherent irregularity necessitates specialized
hardware designs to perform graph-related operations like
aggregating neighbors and passing messages. The recent
AQFP-based CNN frameworks, as evidenced by previous
works such as [50, 85], predominantly emphasize dense ma-
trix multiplication. This new emphasis presents a fresh chal-
lenge to existing AQFP-based frameworks.

(ii) GCN mapping problem on AQFP devices. Current accel-
erators, e.g., AWB-GCN [28], GROW [43], FlowGNN [67] and
GNNAdvisor [82] process moderately sparse feature matrix
(X) multiplication with a dense and small weight matrix (W),
and thenmultiply the output with the highly sparse and irreg-
ular adjacency matrix (A). This enables a workload-efficient
computation design that utilizes a unified SpMM (Sparse
Matrix-Matrix Multiplication) engine. However, AQFP, as an
emerging technique, currently has relatively limited scala-
bility, and there is no AQFP-based architecture tailored for
GNN to handle the large memory requirements from graph
structures and node embeddings. Expansion of the AQFP
scalability and efficient memory storage/access for sparse
matrix become crucial for AQFP devices to deploy the GCN
computation.

(iii) The intermediate results prohibit the efficient mapping
of GNN onto hardware.We observe that a crucial challenge
that remains unaddressed in GNN hardware design is the
output of the combination step (producing a 32-bit interme-
diate result), even with binarized GNN frameworks [7, 81],
where the weight and input feature matrices are binarized.
This omission creates inefficiency and hinders the seamless
mapping of binarized GCN frameworks to AQFP-based de-
vices. In addition, (iv) AQFP platforms present randomized
behavior. Because of the thermal noise and/or quantum fluc-
tuation impact, the output of AQFP buffer presents random-
ized behavior when input current amplitude falls in a certain
range, known as ”gray-zone" Δ𝐼𝑖𝑛 [27]. In this case, it will
be hard to detect the direction of the input current, result-
ing in a randomized output with a probability related to the
input current, i.e., 0 < 𝑃 (𝐼𝑖𝑛) < 1. This unique property is
a double-sided sword that introduces inaccuracy but also
makes it possible to be combined with stochastic computing.
To address the aforementioned escalating challenges, in

this paper, we propose an AQFP-aware GCN acceleration
framework via co-optimizing AQFP hardware and GCN al-
gorithm. In addition, to unlock the extreme energy efficiency,
we develop aGCNhybrid quantization software-and-hardware
co-design that can be efficiently executed on AQFP-based
devices. Even considering the cooling consumption for AQFP
devices, we still achieve significant improvement in terms
of energy efficiency while keeping good throughput and
model accuracy, compared with the previous GCN accel-
eration frameworks on different hardware platforms. For
instance, we achieve 1.35 times speedup and 6.1 × 103 times
higher energy efficiency than REFLIP [42] ReRAM design on
PubMed dataset. Our proposed framework surpasses FPGA-
based and ASIC work by about four orders of magnitude,
and ReRAM-based work by two to four orders of magnitude.
To the best of our knowledge, this paper is the first at-

tempt to implement an AQFP-based architecture specifically
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Figure 1: Single graph convolution layer computation.

designed for GNNs to manage various types of computation.
We summarize our contributions as follows:
• We propose AQFP-based architecture tailored for GCN
computation considering both the combination and
the aggregation stages.
• A regrowth-after-partitioning algorithm is developed
to divide large graphs into sub-graphs, to enable the
AQFP hardware parallelism while maintaining accu-
racy.
• We propose an AQFP logic-aware GCN hybrid quan-
tization to handle the intermediate result and AQFP
randomized behavior problems in our framework.
• Hardware-and-software co-design. Adjusting theAQFP
buffer configuration to achieve multi-bit output and
fully leverage its randomized behavior.

Overall, compared with the representative FPGA-based
framework GCoD [88], our framework achieves energy effi-
ciency improvements of 4 orders of magnitude for the Cora,
CiteSeer, and PubMed datasets with a similar level of accu-
racy, even considering the additional cooling consumption.

2 Background and Motivation
2.1 Preliminaries of GCN Accelerators
Graph neural networks analyze the graph’s structure and
learn the characteristics of nodes, edges, or even the entire
graph. The Graph Convolutional Networks (GCNs) [49] ap-
ply graph convolutions (GCNConv) recursively to extract
meaningful information from the graphs. A representative
example of single GCNConv layer can be found in Fig. 1. A
given graph is denoted by 𝐺 = (V, E, 𝐴), which incorpo-
rates |V| nodes and |E | edges and adjacent list𝐴. Each node
within the graph is affiliated with an C-dimensional feature
vector, and the matrix 𝑋 ∈ R |V |×C represents the collection
of these feature vectors for all nodes, serving as the feature
embedding matrix. The forward propagation within the sin-
gle GCNConv layer can be conceptually divided into two
distinct stages. The initial stage involves a linear transfor-
mation, represented by the equation 𝑌 = 𝑋𝑊 . The second
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Figure 2: (a) Schematic of an AQFP buffer. (b) Symbol
view of an AQFP buffer. (c) Symbol view of an AQFP
AND gate, consisting of 3 AQFP buffers and a 3-to-1
branch.

stage incorporates a feature aggregation operation, given
by 𝑋 ′ = 𝜎 (𝐴𝑌 ). This two-step process illustrates the core
functionality of the GCNConv layer within the GCN.

In the aggregation stage of graph convolutional networks
(GCNs), the adjacency list 𝐴 is typically characterized by
extreme sparsity and follows a power-law distribution [28],
such as 0.144% for Cora [57], 0.082% for CiteSeer [31], and
0.023% for Pubmed [69]. HyGCN [86] employs a design strat-
egy that separates aggregation and combination stages us-
ing sparse-sparse (SpGEMM) and sparse-dense (SpMM) ma-
trix multiplication engines. However, this approach leads
to under-utilization and workload imbalance between the
engines due to their reliance on graph input characteristics.
To address the under-utilization issue, AWB-GCN [28],

GROW [43], and GPU accelerators, such as GNNAdvisor [82],
present unified hardware designs for both aggregation and
combination phases. Moreover, later work AWB-GCN [28]
and GCoD [88] recognize the processing of nodes with larger
degree as a major bottleneck, particularly when utilizing
thousands of processing elements, and thus focus on exploit-
ing parallelism in GCNs. Furthermore, I-GCN [29] leverages
the clustering nature of graphs, having developed an island
(cluster) detector and island consumer to enhance graph
processing locality. FlowGNN [66] exploits a message pass-
ing based dataflow implementation of GNNs acceleration
on FPGA platform, similar to that of PyG [26] on GPU plat-
forms. However, the design doesn’t address the workload
imbalance issue and lacks performance scalability to process
large graphs compared to existing GPU platform with large
number of core count (6912 CUDA cores for A100 GPU).
GROW [43] deploys the row-wise product to accelerate the
GNN workload and employ the graph partition algorithms
to enhance the locality of SpMM process.
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2.2 Cryogenic Devices and AQFP
Superconducting Logic

AQFP, originally stemming from quantum-flux-parametron
(QFP) logic, is a superconducting logic family initially pro-
posed in 1985 [55]. The adiabatic version of QFP, introduced
in [75], achieves substantially lower energy dissipation (5-6
orders lower than CMOS) by re-parameterizing the device to
operate in an adiabatic mode. Furthermore, recent research
on the reversible version of QFP (RQFP) suggests that bit-
level information transfer energy may even surpass the Shan-
non limit (𝑘𝐵𝑇𝑙𝑛2) [74]. Like other superconducting logic
families, AQFP utilizes Josephson Junctions (JJ) as the core
switching element for state transitions in logic encoding.

The fundamental AQFP circuit structure is theAQFP buffer,
comprising a double-Josephson-Junction SQUID (𝐽1, 𝐽2) [21],
as illustrated in Figure 2. Primarily driven by AC power,
which functions as both excitation current and power sup-
ply, this configuration utilizes fluxes generated by an applied
AC current 𝐼𝑏𝑖𝑎𝑠 (trapezoidal or sinusoidal). The direction
of the input current 𝐼𝑖𝑛 determines the presence of a sin-
gle flux quantum in the left or right loop, thereby dictating
the direction of the output current 𝐼𝑜𝑢𝑡 and representing the
logical state ‘1’ or ‘0’. A transformer consisting of 𝐿𝑞 and
𝐿𝑜𝑢𝑡 amplifies and delivers 𝐼𝑜𝑢𝑡 to the next logic level. The
AQFP buffer forms the basis for a suite of AQFP logic gates,
including INVERTER, AND, OR, MAJORITY, and SPLITTER.
Unlike conventional CMOS technology, both combina-

tional and sequential AQFP logic cells are driven by AC
power, which also serves as a synchronization mechanism
or clock signal. Consequently, AQFP circuits inherently ex-
hibit deep-pipelining due to the requirement of overlapping
clock signals. A detailed design methodology for the AQFP
standard cell library can be found in [77].

Due to the principle of AQFP buffer, the output is sensitive
to the direction of the input current. When the amplitude of
input current is very small, which falls in the “grayzone" Δ𝐼𝑖𝑛
[27] of an AQFP buffer, the stochastic switching behavior
(caused by the thermal or quantum fluctuation) exists in an
AQFP comparator will make the AQFP hard to detect the di-
rection of the input current, resulting in a randomized output
with a probability related to input current, i.e., 0 < 𝑃 (𝐼𝑖𝑛) < 1.
This unique property is a double-sided sword that introduces
inaccuracy but also makes it possible to be combined with
stochastic computing. SC-AQFP [12], an AQFP-based DNN
acceleration framework, employs stochastic computing but
is only effective for simple tasks on small networks (e.g.,
MNIST). Another study [85] proposes a BNN model-based
crossbar synapse array architecture tailored for AQFP logic.
However, current attenuation, limited scalability, and the
randomized behavior of AQFP buffers challenge the true im-
plementation of this architecture. Our proposed framework

addresses these issues, offering a feasible solution. To address
these concerns, SupeRBNN [50] proposes an AQFP-aware
BNN training framework that accounts for AQFP character-
istics. Nevertheless, as it only takes into account the general
convolutional layers, it falls short of meeting the computa-
tional demands associated with GCN.
Besides the superconducting devices, CMOS-based cryo-

genic devices have been investigated as an optional solution
as they can improve computer devices’ energy efficiency
due to the lower leakage current and wire latency [68, 91].
Multiple cryogenic CMOS-based works [3, 8, 60, 61, 64, 65]
are proposed to improve the overall hardware performance.
Different from superconducting computation applied under
4K temperature, 77K temperature is more actively considered
for cryogenic CMOS-based design to save the cooling con-
sumption. The corresponding comparison is incorporated
into the experimental evaluation.

2.3 Stochastic Computing
Stochastic computing (SC) is a paradigm that represents a
stochastic number (SN) by counting the number of ones in a
uniformly distributed bitstream. For instance, the bitstream
0100110100 denotes a real number 𝑥 = 𝑃𝑋 = 4/10 = 0.4,
where 𝑋 represents the stochastic bitstream and 𝑥 its associ-
ated real value. An SC with a bipolar encoding format can
accommodate numbers in the range of [-1, 1], with a real
number 𝑥 processed through 𝑃 (𝑋 = 1) = (𝑥 + 1)/2. For
example, 0.4 can be represented as 1011011101 and -0.6 as
0100100000. Figure 3 illustrates various SN representation
formats. SC boasts low hardware-cost implementation for
arithmetic operations. Unipolar and bipolar multiplication
can be handled using a single AND and XNOR gate, respec-
tively, while addition operations can leverage the OR gate,
multiplexer, or approximate parallel counter (APC) [47]. Typ-
ically, SNs are generated via hardware-based random number
generators; however, in our design, we directly utilize neuron
circuit output results as SNs due to the true random property
of the AQFP buffer [30, 73].

2.4 Model Quantization and Binary Neural
Network

Model quantization enables deep neural network (DNN) in-
ference acceleration on edge devices by compressing model
size and improving inference speed. This technique maps
the 32-bit floating-point weight and/or activation values in
a DNN model to lower bit-width values by partitioning the
data range into a specified number of levels. Quantization
research can be classified into different schemes, from the
extremely low precision seen in Binary (BNN) [23, 24, 53, 63]
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Figure 3: Examples of the unipolar and bipolar repre-
sentations of stochastic numbers.

and Ternary Neural Networks (TNN) [39, 94] to low-bit-
width fixed-point networks [20, 93] which uniformly quan-
tize models.

BNNs, with their weights constrained to {−1, 1}, simplify
hardware implementation and reduce operations by replac-
ing multiplications with additions/subtractions or eliminat-
ing them using XNOR and AND operations when activations
are binary. This renders BNNs suitable for low-power con-
sumption scenarios. However, the limited representational
ability of BNNs results in accuracy degradation, prompting
research to explore mitigations, such as introducing scaling
factors [63], fusing scaling factors [10], and utilizing multi-
ple scaling factors [53]. Furthermore, methods to minimize
gradient information loss [32, 62, 87] and model modifica-
tions to preserve accuracy after quantization [54] have been
proposed.
Some recent works developed Binarized Graph Convo-

lutional Network (GCN) frameworks [7, 81] that extend
weight and feature binarization into the GCN domain. These
approaches, however, primarily focus on feature binariza-
tion across layers, inadequately considering intermediate
graph features within a single GCNConv layer. Consequently,
such frameworks cannot be directly adapted to Adiabatic
Quantum-Flux-Parametron (AQFP) devices.

3 Architecture Design for AQFP-based GCN
accelerator

The overall architecture of the AQFP-based GCN accelerator
is shown in Fig. 4, in which the computation mainly con-
tains two parts: combination computation and aggregation
computation. In this section, we discuss the corresponding
details of our proposed architecture paradigms. All compo-
nents for GCN computation, i.e., memory tile, crossbar tile,
and register are implemented using the AQFP technology.

3.1 GCN Computation Initialization
For the initialization, the vectors representing the graph are
stored in AQFP memory tiles. Each tile stores a sub-graph
derived by graph boundary edge re-growth partition algo-
rithm (details are illustrated in Section 4.3), thus, enabling
the hardware parallelism to improve the performance of
throughput. To effectively represent the graph, we utilize
two vectors: the vector "indices" stores the column indices
of the non-zero elements, and the vector "indptr" stores the
index pointers in "indices" indicating where each row starts.
We employed 8 KB AQFP memory tiles with the architecture
presented in [72] for storing the graph vectors. During the
mapping process, we use the indices as addresses to prop-
erly map the relevant elements into the memory crossbar
tiles. Additionally, the weights are stored in the crossbar tiles
allocated for combination computation. After initialization,
the computation for each layer of the GNN is performed in
three phases: (1) Combination computation phase, (2) Interim
storage phase, and (3) Mapping and aggregation phase.

3.2 GCN Combination Computation
GCN combination computation is mainly a dense matrix
multiplication incorporating both GCN weight matrix and
input node feature matrix. Considering the binarization, the
whole matrix computation can be converted into XNOR op-
eration and accumulation. Inspired by recent work [85], we
can use an AQFP-based crossbar to handle the combination
computation and address the challenges arising from the data
movement between memory and computing units in con-
ventional Von Neumann architectures. However, the direct
implementation of AQFP crossbar still faces two problems:
1) the limited crossbar size due to the current attenuation
phenomenon restricts the ability to accommodate the entire
computation within the structure. 2) the original design of
the AQFP-based crossbar supports only 1-bit output provided
by the classic AQFP buffer, whereas the accuracy require-
ments of GCN computations necessitate multi-bit intermedi-
ate results.
To address these problems, we propose our AQFP-based

architecture paradigm for combination computation in GCN
consisting of three components. First, following [85], we
employ an AQFP-based crossbar as the main body for per-
forming the binarized weight matrix multiplication compu-
tation (Section 3.4). This leverages the inherent parallelism
and computational capabilities of AQFP technology. Sec-
ond, we adjust the functionality of the AQFP buffer with a
linear probability distribution to serve as a stochastic com-
putation bit-stream generator (Section 3.6). This modified
buffer generates the stochastic bit-streams required for the
stochastic computing process. Finally, we incorporate a sto-
chastic computing module that accumulates the generated
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Figure 4: The overall architecture for AQFP-based GCN implementation.

bit-streams and provides the desired multi-bit intermediate
result (Section 3.5). By introducing these three components,
our proposed AQFP-based architecture paradigm enables
efficient and accurate combination computation in GCNs. It
overcomes the limitations of crossbar size and output preci-
sion, making it feasible to leverage the advantages of AQFP
technology for GCN computations while maintaining the
required accuracy.

3.3 GCN Aggregation Computation
During the combination computation phase, the results for
𝑌 = 𝑋𝑊 are calculated. These results are then stored in reg-
isters during the interim storage phase. In the next step, the
relevant data is read from the registers and mapped into the
crossbar arrays using the addresses provided by the graph.
Once the data is properly placed in each AQFP crossbar tile
for the aggregation computation, all crossbar tiles associated
with the aggregation computation perform the computa-
tion in parallel, resulting in the generation of outputs. If
these results are for the first layer, they are written back to
the crossbar associated with the combination computation
through an AQFP buffer to convert it back to binary val-
ues. This enables the computation for the second layer to be
started and performed in a similar manner to that of the first
layer, as discussed earlier.

The architecture size can be adapted flexibly to the graph
dataset that is being processed. And the crossbar size is de-
signed according to the number of GCN hidden futures.

3.4 AQFP-based Crossbar Architecture
Figure 5 illustrates the circuit architecture of AQFP-based
crossbar. Following the work [85], the binarized weights are
pre-stored in 1-bit AQFP logic-in-memory (LiM) cells and
multiplied by an in-cell XNORmacro. The resulting output of
each LiM cell corresponds to the multiplication of the input
feature matrix input from each row of the crossbar, and the

LiM LiM LiM
Crossbar Synapse Array

AQFP buffer adjustment 

Neuron Circuit

Linear probability
distribution

LiM LiM LiM

LiM LiM LiM

AQFP
Buffer

AQFP
Buffer

Figure 5: AQFP-based Crossbar Architecture.

corresponding pre-stored weight. Notably, this approach de-
viates from the conventional popcount-based accumulation
method used in BNNs. Instead, we adopt an analog summa-
tion technique that directly adds up all the outputs, taking
advantage of the fact that AQFP represents logic ’1’ and ’0’
using positive and negative current pulses. Consequently,
the accumulated result, represented by the current sum-up of
each column in the synapse array, is subsequently transmit-
ted to the adjusted AQFP buffer for next-level computation.

3.5 Stochastic Computing-based
Accumulation

According to [50, 85], the randomized behavior that appears
in the AQPF buffer presents an output probability depen-
dence on the input current amplitude, which can provide a
sufficient level of stochastic numbers (SNs) through a certain
observation windowwith almost no hardware overhead. The
output AQFP buffer can efficiently convert the attenuated



Graph Convolutional Network Acceleration Using Adiabatic Superconductor Josephson Devices ICS ’25, June 08–11, 2025, Salt Lake City, UT, USA

APC APC APC APC

GCN Combination Feature Map

01
01

1

10
10

0

00
10

1

11
10

1

Figure 6: Architecture design of SC-based accumulation
module.

output current into SNs to resolve the possible accuracy loss
introduced by the analog current addition.
For example, as shown in Figure 6, for each clock phase,

the AQFP buffer of the crossbar will generate a 1-bit output
with the probability of ‘1’ or ‘0’ depending on the accumu-
lated current from the corresponding crossbar column.When
we use an observation window for the output, we can obtain
an output bit-stream, which is naturally a stochastic number.
To perform the accumulation of stochastic numbers (SNs)
across different crossbars, we utilize approximate parallel
counters (APCs) [47] at the output of the module. Note that
all logic cells and circuits, including APCs and comparators,
are designed using the AQFP standard cell library. This li-
brary comprises AQFP logic gates such as AND, OR, buffer,
inverter, majority, splitter, and read-out interfaces. By utiliz-
ing the AQFP standard cell library, we ensure compatibility
and seamless integration of all logic elements in our proposed
architecture.

In contrast to the approach presented in [50], which exclu-
sively employs the stochastic computing-based accumulation
module to address the limited scalability of AQFP crossbars,
our method harnesses the power of stochastic computing
to achieve a broader bit-width precision in the intermediate
results, thereby meeting the accuracy requirements of Graph
Convolutional Networks (GCN). The detailed algorithm is
elaborated upon in Section 4.2, and the corresponding accu-
racy analysis is provided in Section 5.5.

However, the standard AQFP buffer exhibits a non-linear
randomized distribution in terms of input current, which
can introduce distortion and mismatches in the generated
stochastic numbers. To overcome this challenge and fully
exploit the randomized behavior of the AQFP buffer, we
adjust the device parameter in the standard AQFP buffer to
achieve a nearly linear probability distribution as shown in
Section 3.6.

Figure 7: The relationship between output probability
of "1" with input current on AQFP buffer based on
different 𝛽𝐿 .

3.6 AQFP Buffer Adjustment
In order to use AQFP-buffer to generate multi-bit intermedi-
ate results, we need to modify the AQFP design to increase
the geometric parameter 𝛽𝐿 and achieve a more linear dis-
tribution in the “grayzone". This parameter is proportional
to the number of flux quanta that can be screened by the
Josephson junctions’ maximum critical current. Implement-
ing a larger 𝛽𝐿 value decreases the switching sensitivity to
the input current, resulting in a more stable slope, as shown
in Figure 7.

To address the non-linear randomized distribution of the
classic AQFP buffer, we deploy an adjustment mechanism to
achieve a linear probability distribution. This adjustment is
crucial for fully leveraging the randomized behavior of the
AQFP buffer as a stochastic computing bit-stream generator.

3.7 AQFP Adjusted Buffer Behavior
Analysis

As mentioned above, we use adjusted AQFP buffers to func-
tion as a stochastic number generator. We adjust the ran-
domized distribution into the linear format to satisfy the
stochastic computing requirement and achieve integer inter-
mediate results in combination computation. In our research,
conducted at a temperature of 4.2K, the probability distri-
bution incurred by the randomized behavior is shown in
Figure 7, which presents the output probability of ’1’ for
adjusted AQFP buffer corresponding to a given input current
amplitude at the micro-ampere level. The formulation can
be denoted as:
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𝑃 (𝐼𝑖𝑛) =


0, 𝐼𝑖𝑛 < −Δ𝐼𝑖𝑛/2
0.5 + 2𝐼𝑖𝑛/Δ𝐼𝑖𝑛, −Δ𝐼𝑖𝑛/2 ≤ 𝐼𝑖𝑛 ≤ Δ𝐼𝑖𝑛/2
1, 𝐼𝑖𝑛 > Δ𝐼𝑖𝑛/2

(1)

where 𝐼𝑖𝑛 is the input current amplitude of the AQFP buffer,
and Δ𝐼𝑖𝑛 means the length of the “gray-zone”.
Considering the impact of superconductive inductance

which incurs the current attenuation, the accumulated cur-
rent inside each column of the crossbar would decrease when
the crossbar size becomes larger (has additional inputs in the
merging circuits). Assuming the accumulated current ampli-
tude in each column of the crossbar representing the value
of “1” (unit current) be denoted as𝑈 (𝐶), which is negatively
correlated with the crossbar number of inputs 𝐶 , then the
value presented by the accumulated current (which is also the
input current of AQFP buffer) is denoted as 𝑉𝑖𝑛 = 𝐼𝑖𝑛/𝑈 (𝐶).
Thus, we can rewrite the probability distribution equation
(1) into the value form (when 𝐼𝑖𝑛 drops into Δ𝐼𝑖𝑛):

P (𝑉𝑖𝑛 |Δ𝐼𝑖𝑛,𝐶) = 0.5 + 2𝑉𝑖𝑛𝑈 (𝐶)
Δ𝐼𝑖𝑛

, (2)

which bridges the software training algorithm with the hard-
ware configuration.

4 AQFP-aware GNN Hybrid Quantization
Training Algorithm

4.1 Graph Convolutional Network
Graph Convolutional Network (GCN) [49] is a very popular
member of the graph neural network family. Here, we show
a brief review of GCN. Given an undirected graph 𝐺 , one
layer of the graph convolution operation can be described
as:

𝑋 (𝑙+1) = 𝜎

(
�̃�𝑋 (𝑙 )𝑊 (𝑙 )

)
, (3)

where 𝜎 expresses the activation function, �̃� denotes the
adjacency matrix, 𝑋 (𝑙 ) means the input node feature map of
the 𝑙-th layer,𝑊 (𝑙 ) means the weight matrix of the 𝑖-th layer
which contains the learnable parameters.

From a spatial methods perspective, the graph convolu-
tion layer in Graph Convolutional Networks (GCN) can be
decomposed into two distinct steps: combination and ag-
gregation. The first step is the combination step, denoted
as 𝑌 (𝑙 ) = 𝑋 (𝑙 )𝑊 (𝑙 ) , performing simple matrix multiplica-
tions of weights and computed feature vectors associated
with vertices. The second step aggregation, denoted as �̃�𝑌 (𝑙 ) ,
requires graph traversal using an adjacency matrix that rep-
resents connections between vertices. Notably, the adjacency
matrix of a graph structure is extremely sparse (with a den-
sity around 0.1% level or even lower), it requires compression
to perform an efficient hardware implementation.

4.2 AQFP logic-aware GCN Hybrid
Quantization Co-design

4.2.1 Binarization of Weight Matrix and Node Feature. Fol-
lowing the conventional GCN binarization framework, such
as [7, 81], we perform binarization quantization for both
weight matrix𝑊 ∈ R𝐹 (𝑙 )×𝐹 (𝑙+1) and input node feature 𝑋 ∈
R𝑁×𝐹

(𝑙 ) , where 𝐹 (𝑙 ) means the feature dimension of the 𝑖-th
layer, N means the number of nodes. The binarization can
be described as:

𝑊
(𝑙 )

:, 𝑗 ⇒ 𝛼
(𝑙 )
𝑗

sign
(
𝑊
(𝑙 )

:, 𝑗

)
(4)

where𝑊 (𝑙 )
:, 𝑗 means the 𝑗-th column of𝑊 (𝑙 ) , and 𝛼 (𝑙 )

𝑗
is the

per-column scaling factor computed by the 𝐿1 norm of the
corresponding column:

𝛼
(𝑙 )
𝑗

=
1

𝐹 (𝑙+1)

𝑊 (𝑙 )
:, 𝑗


1
, (5)

After the binarization, the binarized weight �̃� contains
two components: the binarymatrix�̂� (𝑙 ) = sign

(
𝑊 (𝑙 ) ) which

be computed in the crossbar and the scaling factor vector
𝛼 (𝑙 ) which can be considered in the adjusted AQFP buffer.
The input node feature map 𝑋 (𝑙 ) is binarized in a similar
manner. The only difference is that we use one single scaling
factor 𝛽 (𝑙 ) for the whole matrix, preventing mismatches on
AQFP devices. Thus, the entire combination computation
can be converted to:

𝑌
(𝑙 )
𝑖, 𝑗

= 𝛼
(𝑙 )
𝑗
𝛽 (𝑙 )𝑋 (𝑙 )

𝑖,: �̂�
(𝑙 )

:, 𝑗 . (6)

where 𝑋
(𝑙 )
𝑖,: �̂�

(𝑙 )
:, 𝑗 =

∑𝐹 (𝑙 )
𝑘=1 𝑋

(𝑙 )
𝑖,𝑘
· �̂� (𝑙 )

𝑘,𝑗
presents the matrix

multiplication between binarized input with weight. The
binarized weight �̂� (𝑙 )

𝑘,𝑗
is pre-stored in the 𝑘-th row, 𝑗-th

column of AQFP crossbar LiM, while the binarized input
value 𝑋

(𝑙 )
𝑖,𝑘

is presented by the direction of the 𝑖-th input
current at the 𝑘-th row of the crossbar. For a toy example,
if 𝑋 (𝑙 )

𝑖,: = {0, 1, 1};�̂� (𝑙 )
𝑘,𝑗

= {1, 1, 0}𝑇 , then the value of the

combination result 𝑌 (𝑙 )
𝑖, 𝑗

= 𝛼
(𝑙 )
𝑗
𝛽 (𝑙 ) (0 + 1 + 0) = 𝛼

(𝑙 )
𝑗
𝛽 (𝑙 ) . For

the gradient approximation in back-propagation, we follow
the setting of [81].

4.2.2 AQFP-aware Multi-bit Quantization for Combination
Computation Result. Asmentioned earlier, conventional GCN
binarization frameworks, such as [81], do not consider the
intermediate result’s optimization. This omission creates in-
efficiency and hinders the seamless mapping of binarized
GCN frameworks to hardware, especially for AQFP-based de-
vices. Due to the significant accuracy degradation observed
when directly binarizing the combination computation re-
sults (please refer to the ablation study in Section 5.5), we
propose to use a hybrid quantization scheme and reserve
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low-bit precision for combination computation results to
preserve the accuracy.
For 𝑚-bit quantization, we derive the quantized values

from the set:

S(𝑚) = 𝛾 (𝑙 ) × {−1, ( 2
2𝑚 − 1

− 1), ( 4
2𝑚 − 1

− 1), . . . , 1}, (7)

where 𝛾 is the scaling factor, which is a learnable value fixed
in the inference period. Then the quantizer function from
the original floating-point matrix 𝑌 to an𝑚-bit value matrix
𝑌 is expressed as

𝑌 (𝑙 ) = 𝛾 (𝑙 ) · ℎ−1
(

1
2𝑚 − 1

· round
(
(2𝑚 − 1) · ℎ

(
⌈𝑌 (𝑙 ) , 𝛾 (𝑙 ) ⌋

) ) )
,

(8)
where ℎ(·) shifts a value within [−1, +1] into the range of
[0, 1] (e.g., ℎ(𝑥) = 𝑥/2 + 0.5), and ⌈𝑌 (𝑙 ) , 𝛾 (𝑙 )⌋ clips each ele-
ment in 𝑌 (𝑙 ) by:

⌈𝑌 (𝑙 )
𝑖, 𝑗

, 𝛾 (𝑙 )⌋ =


−1, 𝑌

(𝑙 )
𝑖, 𝑗

< −𝛾 (𝑙 )

𝑌
(𝑙 )
𝑖, 𝑗
/𝛾 (𝑙 ) , −𝛾 (𝑙 ) ≤ 𝑌

(𝑙 )
𝑖, 𝑗
≤ 𝛾 (𝑙 )

1, 𝑌
(𝑙 )
𝑖, 𝑗

> 𝛾 (𝑙 )
. (9)

To fully leverage the randomized behavior of AQFP buffers
for generating the stochastic numbers, we need to map the
multi-bit quantization levels into the randomization distribu-
tion presented by equation (2). Comparing equation (2) with
(9), we find the clipping and the randomization distribution
in the value domain have the same format. For combination
computation in 𝑙-th layer, given the 𝑖-th row of the input node
feature, the value represented by the accumulated current
in the 𝑗-th column in the crossbar 𝑉 (𝑙 )

𝑖𝑛,𝑖, 𝑗
= 𝑌

(𝑙 )
𝑖, 𝑗
/(𝛼 (𝑙 )

𝑗
𝛽 (𝑙 ) ).

Consequently, AQFP-based device and the quantized model
can be bridged by setting the hardware configuration Δ𝐼𝑖𝑛
for 𝑙-th layer and 𝑗-th column as:

Δ𝐼 (𝑙 )
𝑖𝑛,𝑗

=
2𝛾 (𝑙 )𝑈 (𝐶)
𝛼
(𝑙 )
𝑗
𝛽 (𝑙 )

(10)

whichmakes it feasible to generate the multi-bit combination
result with scaling factors by AQFP buffer.

4.3 Graph Boundary Edge Re-growth
Partition Algorithm

In the field of hardware parallelism, handling large graph
datasets requires breaking them down into manageable sub-
graphs that can be individually processed. Traditional graph
partitioning methods, while valuable, have presented specific
challenges. Various methods have been developed for graph
training and inference partitioning, including neighborhood
sampling [34], graph partitioning [18, 29, 46], and boundary
sampling [80]. However, shortcomings have been identified
in these methods. Neighborhood sampling-based approaches,
for instance, can increase inference latency and processing

time due to the graph sampling process [34]. Moreover, the
METIS library [46, 80], while offering a basic graph parti-
tioning solution, can create subgraphs devoid of inter-cluster
connections, thereby resulting in decreased inference accu-
racy. BNS-GCN [80] attempted to address this issue by sam-
pling first-degree neighbors during training, yet the analysis
of the tradeoff between inference efficiency and partition
accuracy was found to be lacking.

Algorithm 1 Graph Boundary Edge Re-growth Partition
Algorithm
Require: 𝐴, 𝑋 {Graph input as adjacent list and embedding}

1: 𝐴0, 𝐴1, ..., 𝐴𝑘 ← METIS_PARTITION(𝐴) {Conduct a
METIS partition algorithm on 𝐴}

2: for 𝑖 = 0 to 𝑘 do
3: 𝐸𝑖 ← DETECT_BOUNDARY_EDGES(𝐴𝑖 ) {Detect all

boundary edges of partition 𝐴𝑖 }
4: 𝐴𝑖 ← 𝐴𝑖 ∪ 𝐸𝑖 {Regrow the boundary edges}
5: end for
6: return 𝐴0, 𝐴1, ..., 𝐴𝑘 {Return the graph partitions}

To construct the partitions of graph datasets, the METIS al-
gorithm [46, 80] has been employed, yielding n partitions of
nodes: V = [V1, · · · V𝑛], where V𝑖 represents the nodes
in the i-th partition. These partitions are represented as
𝐺𝑖 = [𝐺1, · · · ,𝐺𝑛], where𝐺𝑖 consists of the nodes and edges
withinV𝑖 . Subsequently, the nodes are reorganized, and the
adjacency matrix is partitioned into 𝑖2 sub-matrices. Each
diagonal sub-block 𝐴𝑖𝑖 represents an adjacency matrix con-
taining intra-connections within V𝑖 , while diagonal block
matrix 𝐴 is the adjacency matrix for 𝐺 , with 𝐴 𝑗𝑘 ( 𝑗 ≠ 𝑘) de-
noting inter-connections between two different partitionsV𝑗

andV𝑘 . The METIS algorithm, however, has been observed
to cause accuracy degradation during the inference stage.
The root cause of this problem is the removal of inter-cluster
edges, resulting in feature loss at the nodes and inhibiting
message passing between distinct clusters.
To overcome these challenges, we develop a regrowth-

after-partitioning algorithm, as detailed inAlgorithm 1, which
subdivides the graph into smaller sub-clusters and facilitates
the reconnection of edges and nodes between clusters. This
approach emphasizes the regeneration of boundary edges
between disconnected clusters to mitigate feature loss and
enable efficient message passing between inter-cluster nodes.

The regrowth-after-partitioning method features 4 signifi-
cant benefits:
• The partition algorithm can be conducted in parallel
with training, and the partition result can be reused
during inference.
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• At inference time, the partitioned graph improves en-
ables parallel graph processing, where each sub-graph
can be process separately by each AQFP device.
• The partition algorithm only leads to minor inference
FLOPs overhead, observing that the normal graph
datasets examined in this study contain approximately
only 10% to 25% 1-hop boundary edges (nodes) be-
tween clusters, depending on graph structure and num-
ber of partitions.
• With the proposed partition algorithm, the graph pro-
cessing accuracy is more robust when we increase the
number of partitions, as evidenced in Figure 8.

It demonstrates performance in terms of enhanced infer-
ence speed, reduced single-device memory usage, and mini-
mal accuracy degradation, thus overcoming the limitations
of existing methods.
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Figure 8: Partition algorithm evaluation on Pubmed

Partition Algorithm Evaluation. Figure 8 presents an
evaluation of the partition algorithm on the PubMed dataset.
The plot provides a comparison of the accuracy between
our algorithm and the METIS [46, 80] algorithm, considering
cases with boundary edge recovery (w. bdy.) and without
boundary edge recovery (w.o. bdy.). It can be observed that
the test accuracy experiences significantly less degradation
when boundary edge recovery is employed, a phenomenon
that is particularly evident at higher partition numbers.

5 Experimental Evaluation
5.1 Experimental setup
AQFP hardware implementation employs a semi-automated
design method geared towards the AIST 4-layer 10 kA/cm2

niobium process (HSTP) [59]. Analog cells and circuits are
manually optimized at the Josephson-junction (JJ) level, while
logic cells and circuits utilize the AQFP standard cell library.
The entire circuit operates on a delay-line (microstrip line)
based clocking scheme [38] with a frequency of 5 GHz and a
5 ps inter-stage delay. Verification at the circuit level employs
a modified Josephson simulator, Jsim [25], accounting for
thermal noise.

For the GNN training, we focus on the transductive learn-
ing task. A two-layer GCN with 64 hidden features is used
as our model architecture. AQFP-aware hybrid quantization
is performed on this architecture to evaluate our overall per-
formance. Besides that, Adam [48] optimizer is used with a
learning rate of 0.001. The total training epoch is 1000, and
the dropout layers are utilized in the training process with a
dropout rate of 0.4.
Three datasets are used in our experimental evaluation:

Cora, CiteSeer, and PubMed, which are shown in Table 1.
The training strategies and hyperparameters keep the same
the same for all of them.

Table 1: Detailed information of three datasets: Cora,
CiteSeer, and PubMed. Density (𝐴) means the density
of the adjacency matrix.

Dataset Cora CiteSeer PubMed

#Nodes 2708 3327 19717
#Edges 5429 4732 44338

#Features 1433 3703 500
Density (𝐴) 0.144% 0.082% 0.023%
# Classes 7 6 3

5.2 Visualization of Graph Boundary Edge
Re-growth Partition

In the context of graph partitioning and hardware accel-
eration, it is essential to understand the partitioning and
regrowth methodologies’ effect on the original sparse graph
structure. We illustrate an example of utilizing a partition
and regrowth technique in Algorithm 1, utilizing the Cora
dataset as an exemplar. As depicted in Fig. 9(a), the orig-
inal graph features irregular sparsity and comprises edge
connections dispersed across the entire matrix.

To facilitate the partitioning process, we employ theMETIS
library [46, 80] to reorder the graph into four primary clus-
ters. This reordered graph is presented in Fig. 9(b). We sub-
sequently extract the second graph cluster along with its
boundary nodes and connections, resulting in the graphical
representation seen in Fig. 9(c). Upon inspection, we discern
that the cluster maintains few boundary edge connections
with all other clusters.

To further optimize the partition, we aggregate the bound-
ary nodes and edges while disregarding other unused nodes.
The outcome is illustrated in Fig. 9(d). Through this process,
we discover that only a minimal number of boundary nodes
(112 nodes) are incorporated into the original cluster of 677
nodes. Consequently, the overall computational workload
remains largely unaffected.
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(a) Original graph (b) Clustered graph

(c) Cluster w. boundary (d) Aggregated cluster nodes

Figure 9: Graph partition and boundary regrowth pro-
cess on Cora dataset

The significance of the aforementioned partition and bound-
ary partition algorithm extends beyond structural rearrange-
ment. In the preprocessing stage, this approach enables us
to allocate distinct hardware to process each cluster, thereby
obtaining the classification label of each cluster’s inner node.
Notably, this strategy is executed without incurring sub-
stantial hardware overhead, underscoring its efficiency and
potential utility in hardware-accelerated graph processing.

5.3 Hardware Performance Analysis
As shown in Table 2, we compare our AQFP-based design
with multiple representative GNN frameworks based on dif-
ferent platforms and optimizations, including I-GCN [29],
AWB-GCN [28], GCoD [88], FlowGNN [66], HyGCN [86],
CoDG [56], REFLIP [42], and Cryo-CMOS [11]. Since the
existing ASIC-based GCN accelerators can also benefit from
77K cryogenic computing. We estimate the energy efficiency
of the 77K implementation of HyGCN according to [17] and
cooling consumption according to [11]. Our work shown
here uses 4 bits for combination results with 6 graph parti-
tions & boundary regrowth.

Without considering the cooling consumption, compared
with the CMOS-based framework I-GCN and AWB-GCN,
FPGA-based framework HyGCN, I-GCN, and FlowGNN, and
ASIC-based framework HyGCN, our AQFP-based implemen-
tation achieves significant improvement on both latency and
energy-efficiency perspectives in all three datasets. Com-
pared with the ReRAM-based framework CoDG-ReRAM, al-
though the latency is a little bit longer, our proposed frame-
work achieves 4 to 6 degrees of magnitude better energy
efficiency if we only consider the chip power dissipation.

This huge improvement comes from binarization, efficient
partition and mapping, and AQFP high-efficiency benefits.

5.4 Energy Consumption Comparison
Considering Cooling Consumption

Modern cryogenic computing often aims for two target low
temperatures, 77K and 4K, because the two temperatures
can be easily achieved by applying Liquid Nitrogen (LN)
and Liquid Helium (LHe), respectively. To satisfy the super-
conducting cooling requirement, our Low-level circuits are
measured at the 4K level within a liquid helium Dewar. No-
tably, the cooling cost for typical superconducting digital
circuits stands at approximately 400 times the chip power
dissipation [41]. Despite considering cryo energy, our pro-
posed framework still exhibits significantly higher energy ef-
ficiency compared to previous GNN acceleration approaches,
surpassing FPGA-based and ASIC work by about four orders
of magnitude, and ReRAM-based work by two to four orders
of magnitude.
Besides the superconducting devices, CMOS-based cryo-

genic devices have been investigated as an optional solution
as they can improve computer devices’ energy efficiency
due to the lower leakage current and wire latency [68, 91].
Multiple cryogenic CMOS-based works [3, 8, 60, 61, 64, 65]
are proposed to improve the overall hardware performance.
In addition to the conventional devices, our accelerator

is compared against Cryo-CMOS [11], which employs a
CMOS-based cryogenic technique to enhance hardware per-
formance under low operating temperatures. Since the cool-
ing consumption accounts for a major portion of energy
dissipation for cryogenic devices, to achieve better overall
energy efficiency, Cryo-CMOS is applied under 77K tempera-
ture to save the cooling consumption. According to the total
energy consumption, our results indicate that our framework
achieves 1.6 × 103, 8.4 × 103, and 1.7 × 104 times better en-
ergy efficiency under Cora, CiteSeer, and PubMed datasets,
respectively.
Regarding the 77K implementation of HyGCN, as dis-

cussed in Section 5.3, we estimate performance based on
prior studies [11, 17]. The cooling consumption of 77K is
about 9.65 times the device consumption [11]. Considering
the cooling consumption, 77K Cryo-CMOS can achieve about
1.5 times the energy efficiency of the conventional room tem-
perature CMOS. Even when accounting for cooling consump-
tion, our approach achieves energy efficiency improvements
ranging from 9.8×103 to 1.9×104 for various graph datasets,
consistently delivering faster inference speeds.
As we delve into the emerging field of AQFP-based de-

vices, it is essential to consider the potential for further ad-
vancements, such as new production processes and new
superconducting materials. This could lead to even lower
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Table 2: Comparison of latency in 𝜇s, and energy efficiency in Graph/kJ on Cora, CiteSeer, and PubMed dataset. Our
work uses 4 bits with 6 graph partitions & boundary regrowth. Representative works I-GCN [29], AWB-GCN [28],
FlowGNN [66], HyGCN [86], GCoD [88], CoDG [56], REFLIP [42] and Cryo-CMOS [11] are compared. Energy
efficiency: graphs/kJ.

Work Platform Optimization Cora CiteSeer PubMed
Latency Energy-efficiency Latency Energy-efficiency Latency Energy-efficiency

Without Considering Cooling Consumption
I-GCN D5005 FPGA Graph reorder 1.3 7.1E6 1.9 3.7E6 15.1 5.3E5

AWB-GCN D5005 FPGA Load balancer 2.3 3.1E6 4.0 1.9E6 30 2.5E5
GCoD VCU128 FPGA quant, reorder 4.41 9.6E5 7.05 5.8E5 56.38 6.8E4

FlowGNN U50 FPGA Message passing 6.91 7.8E6 8.33 6.44E6 53.22 1.01E6
REFLIP ReRAM fixed point 0.91 2.1E7 1.14 1.1E7 14.55 9.7E5

CoDG-ReRAM ReRAM quant, reorder 0.18 1.2E8 0.38 4.9E7 3.48 4.8E6
HyGCN ASIC N/A 21 7.2E6 300 4.9E5 640 2.3E5
HyGCN ASIC (77K) N/A ∼21 9.9E6 ∼300 6.7E5 ∼640 3.2E5

Cryo-CMOS ASIC (77K) N/A - 1.2E8 - 7.9E6 - 3.8E6
Ours AQFP Hybrid Quant, SC 1.32 7.0E12 1.40 2.5E12 10.8 2.4E12

Considering Cooling Consumption
HyGCN ASIC (77K) N/A ∼21 9.3E5 ∼300 6.3E4 ∼640 3.0E4

Cryo-CMOS ASIC (77K) N/A - 1.1E7 - 7.4E5 - 3.5E5
Ours AQFP Hybrid Quant, SC 1.32 1.8E10 1.40 6.2E9 10.8 5.9E9

overall energy dissipation for AQFP-based devices in the fu-
ture, making them even more promising for energy-efficient
hardware solutions.

5.5 Combination Computation Bit-width
Ablation Study

Here, we provide the ablation study for both graph bound-
ary edge re-growth partition and different bit-widths of the
combination computation result 𝑌 . We also list the model
performance result of the representative FPGA-based frame-
work GCoD [56] to be the baseline and have the comparison.

As shown in Table 3, when bit-width of 𝑌 equals 1, we
achieve a fully binarized GCN model, in which we binarize
both the activation, weight, and intermediate result. This one
achieves super higher energy efficiency and the shortest la-
tency but incurs a huge accuracy degradation, i.e., about 3∼7
% lower accuracy compared with GCoD. When the number
of bits in 𝑌 reaches 4, our framework achieves a similar level
or even higher model accuracy compared with the baseline.
When increasing the bit-width of the combination result

(Y), we observe that higher model accuracy is achieved at the
cost of lower energy efficiency and longer inference latency.
using Cora as an example, transitioning from 1-bit to 4-bit
results in a notable accuracy improvement, from 76.4% to
80.0%. However, energy efficiency decreases from 4.7 × 1013

graphs/kJ to 7.2× 1012 graphs/kJ, and latency increases from
1.14𝜇s to 7.66𝜇s. Moreover, the incorporation of a partition
algorithm proves to be a valuable strategy. It significantly
reduces inference latency while maintaining a similar level
of accuracy and energy efficiency. In the case of the 4-bit

combination result version, the use of the partition algorithm
decreases latency from 7.66𝜇s to 1.32𝜇s. As a result, our pref-
erence leans toward the adoption of the ’4-bit + partition’
version. This choice places a primary emphasis on preserving
high accuracy while simultaneously striking a good trade-
off between accuracy and energy efficiency and maintaining
lower latency. Compared with the baseline GCoD, our ’4-bit +
partition’ version achieves 3.3× to 5.2× faster inference speed
with super higher energy efficiency whether considering the
cooling consumption or not, while preserving a similar accu-
racy level. Regarding overall system accuracy, our hardware-
software co-design integrates AQFP’s inherent randomness
into the stochastic computing training algorithm, resulting
in promising accuracy. Furthermore, the GCN architecture
only has two layers, ensuring that SC error accumulation
remains fully controllable. Previous studies [12, 50] have also
demonstrated the reliability of combining AQFP with SC in
deep neural networks, further validating our approach. Com-
bined with graph boundary edge re-growth partition, the
latency is significantly improved with the help of hardware
parallelism, while preserving both the model accuracy and
the energy efficiency.

5.6 AQFP-based Application Discussion
Compared to the well-established CMOS technology, super-
conducting electronics stands out as an emerging field, with
anticipated enhancements in scalability and performance
forthcoming through future advances in fabrication tech-
nologies. The current scalability
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Table 3: Ablation study for the graph boundary edge re-
growth partition (part.) and bit-width of combination
computation result 𝑌 . GCoD [88] is listed as a baseline
for comparison. Here, model accuracy (%), inference
delay (𝜇s), and energy efficiency (EE, Graph/kJ) are com-
pared for different implementations evaluated onCora,
CiteSeer, and PubMed datasets.

GCoD
[88]

Our Framework
(1-bit for weight and activation)

Y bit - 1 bit 2 bit 3 bit 4 bit 4 bit + part.
Cora

Acc. 79.5 76.4 77.7 79.7 80.0 80.2
Delay 4.41 1.14 2.23 3.86 7.66 1.32
EE 9.6E5 4.7E13 2.4E13 1.4E13 7.2E12 7.0E12

CiteSeer
Acc. 69.6 62.9 64.6 67.8 68.2 68.3
Delay 7.05 1.67 2.81 4.42 8.31 1.40
EE 5.8E5 1.7E13 8.3E12 5.2E12 2.6E12 2.5E12

PubMed
Acc. 78.6 75.6 76.4 77.3 77.9 77.8
Delay 56.38 7.25 15.6 28.4 58.0 10.8
EE 6.8E4 1.7E13 8.3E12 5.1E11 2.5E12 2.4E12

For the future application of the proposed work, we target
the AI acceleration component of the next-generation hetero-
geneous supercomputer. The proposed neural network can
serve as an integral component within a high-performance
superconducting-based general computing system [6], fa-
cilitating the acceleration of AI-based computing. With de-
veloped superconducting-CMOS interface technology [19,
37, 58], and the ongoing development of superconducting-
quantum interface [76], this system shows great promise
for advancing the development of the next-generation su-
percomputer through heterogeneous integration with both
cryogenic CMOS memory systems [3, 40, 64] and quantum
computing systems [4, 45]. The proposed neural network can
serve as an integral component within a high-performance
superconducting-based general computing system [6], facili-
tating the acceleration of AI-based computing. With devel-
oped superconducting-CMOS interface technology, includ-
ing Josephson Latching Driver (JLD) [19, 37] and nanocry-
otron (nTron) [58], which can convert small superconducting
pulses (usually several microvolts to millivolts) to sufficient
voltage-level signals, this system shows great promise for
advancing the development of the next-generation super-
computer through heterogeneous integration with cryogenic
CMOS memory systems [3, 40, 64]. On the other hand, the
ongoing development of superconducting-quantum inter-
face [76] shows that the AQFP-based computing system
presents a compelling interface for controlling supercon-
ducting qubits [22, 45] in quantum computing, owing to its

extremely low energy dissipation. Furthermore, their opera-
tion in a congruent thermal environment with superconduct-
ing qubits not only mitigates thermal discrepancies but also
fosters a streamlined integration on a singular platform. This
cohabitation underpins a symbiotic relationship between the
computation and control units, potentially facilitating the
amalgamation of efficient computation and precise control,
which is paramount in the scalable deployment of quantum
information systems.

6 Conclusion
In this paper, we propose a GCN acceleration framework
based on AQFP technology, systematically addressing the
multifaceted challenges in realizing ultra-efficient GCN accel-
erators. We first develop a regrowth-after-partitioning algo-
rithm to enable the AQFP hardware parallelism and acceler-
ate the aggregation computation while maintaining accuracy.
We propose two distinct AQFP-based architectures tailored
specifically for each of the combination and aggregation
stages. To unlock the extreme energy efficiency, we develop
a hybrid binarized/low-bit GCN hardware/software code-
sign that can be efficiently executed on AQFP-based devices.
Leveraging the AQFP randomized behavior, we adjust the
AQFP buffer design to achieve multi-bit intermediate results
and explore the bit-width at the output of the combination
step. To mitigate the gap between the software model with
hardware implementation, we propose an AQFP logic-aware
GCN Hybrid Quantization. A comparative evaluation with
existing GNN frameworks substantiates marked enhance-
ments in latency and energy efficiency. The study further
underscores the significance of AQFP as a next-generation
device/circuit technology, offering ultra-high energy effi-
ciency in GCN accelerators, with gains ranging from 1 × 104

to 1 × 106 compared to conventional CMOS technology. Our
framework demonstrates remarkable energy efficiency even
when considering the additional cooling consumption.
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