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Abstract
Conventional genome analysis relies on translating the noisy
raw electrical signals generated by DNA sequencing tech-
nologies into nucleotide bases (i.e., A, C, G, and T) through
a computationally-intensive process called basecalling. Raw
signal genome analysis (RSGA) has emerged as a promising
approach towards enabling real-time genome analysis by
directly analyzing raw electrical signals without the need
for basecalling. However, rapid advancements in sequenc-
ing technologies make it increasingly difficult for software-
based RSGA to match the throughput of raw signal genera-
tion. Hardware-based RSGA acceleration has the potential to
bridge the gap between software-based RSGA and sequenc-
ing throughput.
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This paper demonstrates that while (i) conventional hard-
ware acceleration techniques (e.g., specialized ASICs) in tan-
dem with (ii) memory-centric approaches (e.g., Processing-
In-Memory) can significantly accelerate RSGA, the high vol-
ume of genomic data greatly shifts the performance and
energy bottleneck from computation to I/O data movement.
As sequencing throughput increases, I/O overhead becomes
the dominant contributor to both runtime and energy con-
sumption, limiting the scalability of both processor-centric
and main-memory-centric accelerators. Therefore, there is a
pressing need to design a high-performance, energy-efficient
system for RSGA that can both alleviate the data movement
bottleneck and provide large acceleration capabilities.
We propose MARS, a storage-centric system that lever-

ages the heterogeneous resources available within modern
storage systems (e.g., storage-internal DRAM, storage con-
troller, flash chips) alongside their large storage capacity to
tackle both data movement and computational overheads
of RSGA in an area-efficient and low-cost manner. MARS
accelerates RSGA through a novel hardware/software co-
design approach using three major techniques. First, MARS
modifies the RSGA pipeline via a previously unexplored
combination of two filtering mechanisms and a quantization
scheme, reducing hardware demands and optimizing for in-
storage execution. Second, MARS accelerates the modified
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RSGA steps directly within the storage device by leverag-
ing both Processing-Near-Memory and Processing-Using-
Memory paradigms, tailored to the internal architecture of
the storage system. Third, MARS orchestrates the execution
of all steps via a streamlined control and data flow to fully
exploit in-storage parallelism and minimize data movement.
Our evaluation shows that MARS outperforms basecalling-
based software and hardware-accelerated state-of-the-art
read mapping pipelines by 93× and 40×, on average across
different datasets, while reducing their energy consumption
by 427× and 72×. MARS improves the performance of state-
of-the-art RSGA-based read mapping pipeline by 28× while
reducing its energy consumption by 180× on average across
different datasets.

CCS Concepts
• Computer systems organization→ Special purpose
systems; • Hardware → External storage.

Keywords
Processing-In-Memory, Genome Analysis, In Storage Pro-
cessing, Processing-Near-Memory
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1 Introduction
Identifying and analyzing an organism’s DNA sequence,
i.e., genome analysis, has led to important advances in ar-
eas such as personalized medicine [33, 71, 201], outbreak
tracing [39, 229], and evolutionary biology [62, 169, 175].
Genome sequencing is the experimental process of determin-
ing the nucleotide sequence of an organism’s DNA. As cur-
rent technologies cannot generate a single long sequence
for an entire genome, DNA is first fragmented into short se-
quences, called reads, which serve as input to computational
analyses [1, 20, 36, 68, 119, 128, 129, 135, 168, 234] to recon-
struct the genome and extract biological insights. The analy-
sis typically starts with mapping reads to a known reference
genome [21, 26], followed by identifying mutations and other
genetic variations [1, 36, 38, 68, 119, 128, 129, 135, 168, 234]
during downstream analyses.
Nanopore sequencing technology [53, 103, 104, 122, 123,

186, 234] enables DNA sequencing by passing DNA strands

through nano-scale pores, known as nanopores, and mea-
suring the resulting fluctuations in electrical current. These
current fluctuations, referred to as raw signals, correspond
to distinct sequences of DNA nucleotides and form the
basis for downstream analyses. The small dimensions of
the nanopores enable sequencing in compact devices [103],
paving the way for portable, scalable, and low-cost [189] se-
quencing for a wide range of applications, including outbreak
tracing and disease diagnosis [77, 108]. Nanopore sequencers’
rapid adoption is further driven by their unique capability
of early termination of sequencing when further data is no
longer needed [144, 164], reducing the sequencing time
and cost and enabling real-time analysis [68, 190].

Typical genome analysis pipelines first translate noisy raw
electrical signals into sequences of nucleobase characters
through a process called basecalling [1, 96, 186, 196]. Subse-
quent downstream analyses are then performed on these text-
based sequences. However, basecalling is computationally in-
tensive and represents a major bottleneck for real-time anal-
ysis, as it relies heavily on sophisticated deep learning mod-
els [60, 153, 196, 234]. Given the increasing demand for real-
time processing, there is a pressing need for developing fun-
damentally new algorithmic approaches to keep up with the
rapid advances in nanopore sequencing in terms of perfor-
mance, energy consumption, and cost [60, 68, 70, 135, 215].
Raw signal genome analysis (RSGA) [36, 60, 61, 68–

70, 119, 135, 159, 164, 179, 190, 193, 234] has been proposed
as a new paradigm that bypasses traditional basecalling
by operating directly on raw electrical signals. Instead of
translating signals into nucleotide sequences, RSGA ana-
lyzes the raw signals themselves to perform genomic tasks
such as read mapping and variant detection. RSGA can
complement basecalling by serving as a lightweight pre-
basecalling filter [45] to reduce redundant basecalling oper-
ations or even replace basecalling entirely by directly ana-
lyzing raw signals in real-time without translating them
to nucleotide sequences first [60, 68, 70, 135]. RSGA can
lead to more comprehensive [119, 135, 220] genome anal-
ysis as it preserves richer sequencing information in the
raw signals [19, 135, 170, 194, 198, 210, 217]. These key
benefits have fueled rapid research progress in the field of
RSGA [36, 68, 70, 119, 135, 159, 164, 179, 193, 234], opening
new directions such as direct alignment [60, 120, 135] and
de novo assembly [69] on raw signals.

As advancements in sequencing technologies continue at
a rapid pace, scalability challenges arise, placing increasing
pressure on software-based RSGA to match the through-
put of raw signal generation and meet the real-time re-
quirements. To bridge the widening gap between sequenc-
ing throughput and downstream analysis, hardware accel-
eration is required to either process larger data volumes

https://doi.org/10.1145/3721145.3730428


MARS: Processing-In-Memory Acceleration of
Raw Signal Genome Analysis Inside the Storage Subsystem ICS ’25, June 08–11, 2025, Salt Lake City, UT, USA

with the same computational resources or reduce execu-
tion time and energy consumption. Research efforts have
targeted the computational bottlenecks of RSGA by us-
ing GPUs (e.g., [36, 74, 82, 178, 184]) or co-designing algo-
rithms with specialized hardware architectures and ASICs
(e.g., [60, 141, 180, 190, 200]). While these approaches effec-
tively reduce computational overhead, they largely overlook
the impact of I/O data movement from the storage subsystem
on the end-to-end RSGA pipeline. Our motivational analysis
(§3) shows that as computational bottlenecks of RSGA are
accelerated, the contribution of I/O becomes dominant and
ultimately emerges as the primary bottleneck in the end-
to-end analysis. For instance, as the accelerator speedups
increase, the adverse impact of the storage subsystem domi-
nates the accelerated end-to-end execution latency, reaching
up to 78% of total execution time for large genomes (see §3.2).
This motivational study highlights the need for an architec-
ture for RSGA that (i) alleviates the large data movement
overhead, (ii) accelerates the computational steps of RSGA,
and (iii) scales to the large volumes of genomic datasets.
Our goal in this work is to design a high-performance,

energy-efficient, and scalable system for RSGA by effectively
addressing both the data movement and computation over-
heads of the end-to-end RSGA pipeline for read mapping.
Our key idea is to design a storage-centric system that lever-
ages the heterogeneous compute-capable resources (e.g., SSD
internal DRAM, SSD controller), alongside the large storage
capacity available withinmodern storage systems to alleviate
I/O data movement and computational bottlenecks within
the RSGA pipeline in an area-efficient and low-cost man-
ner. To this end, we propose MARS (Processing-In-Memory
Acceleration of Raw Signal Genome Analysis Inside the
Storage Subsystem), the first In-Storage-Processing (ISP) de-
sign combining Processing-Using-DRAM and Processing-
Near-DRAM within a storage system.

Challenges. Despite ISP’s promising potential, designing
a storage-centric system for RSGA presents several key chal-
lenges. First, RSGA steps (e.g., event detection, seeding and
chaining) exhibit high memory demands and irregular data
access patterns. In contrast, SSDs lack architectural support
for fine-grained (i.e., small-size) memory operations and are
optimized for sequential access to fully utilize the high flash
memory channel bandwidth inside the SSD. Second, exploit-
ing heterogeneous resources and computation capabilities
within the storage system introduces a complex design space
and a rich set of tuning parameters. Third, deploying the end-
to-end RSGA pipeline consisting of multiple steps inside the
storage system creates contention over shared resources, re-
quiring careful coordination and isolation. Addressing these
challenges necessitates a carefully-constructed design to en-
sure a synergistic and efficient orchestration of the available
in-storage resources.

We address these challenges through a novel hardware/-
software co-design approach that modifies and enables RSGA
computational primitives to leverage in-storage execution
capabilities, while carefully taking into account storage
system constraints. First, we propose two software modi-
fications: (1) a novel combination of two filtering mecha-
nisms [70, 128, 133, 136] that selectively remove redundant
or low-quality candidate matches between the input and
reference genomes early in the RSGA pipeline, reducing
both computational workload and intermediate data stor-
age requirements and (2) an arithmetic conversion scheme
that reduces the precision of intermediate signal representa-
tions to lower storage and computation overheads, carefully
placed in the RSGA pipeline to preserve accuracy. Second,
we augment the storage system’s functionality to support
the RSGA pipeline by placing accelerators for individual
steps in different parts of the storage subsystem, leveraging
different ‘Processing-In-Memory’ paradigms: (i) inside the
memory array of the storage-internal DRAM through the
‘Processing-Using-DRAM’ approach, (ii) near the subarrays
of the storage-internal DRAM using the ‘Processing-Near-
DRAM’ approach and (iii) inside the storage controller via
the ‘Processing-Near-DRAM’ approach, which operates on
data fetched from the storage-internal DRAM. MARS orches-
trates these individual components through a unified control
and data flow that minimizes data movement and efficiently
exploits the available bandwidth between them.
We evaluate MARS-based read mapping in terms of ac-

curacy, latency and energy consumption across five diverse
genomic input datasets from different species. We compare
our design against four state-of-the-art software and hard-
ware baselines using both RSGA and basecalling-based ap-
proaches and make four major observations. First, MARS
outperforms the state-of-the-art CPU-based RSGA imple-
mentation for readmapping [70] by 28× on average across all
datasets while improving the energy consumption by 180×
on average. Second, MARS provides an average speedup of
93× over a hybrid CPU/GPU-accelerated basecalling-based
pipeline [2, 128], while improving energy consumption by
427× on average. Third, MARS is superior to GenPIP [153], a
state-of-the-art Processing-In-Memory-based read mapping
system relying on basecalling, achieving a speedup of 40×
and energy savings of 72× on average across all five datasets.
Fourth, MARS provides analysis accuracy on par with the
conventional basecalling-based pipeline.

This work makes the following key contributions:
◦ It is the first work to demonstrate the I/O bottleneck
of hardware-accelerated Raw Signal Genome Analysis
(RSGA) and propose In-Storage-Processing of RSGA.

◦ We propose MARS, the first In-Storage-Processing sys-
tem for RSGA, which mitigates both I/O data movement



ICS ’25, June 08–11, 2025, Salt Lake City, UT, USA Melina Soysal, Konstantina Koliogeorgi et al.

and computational overheads through a tightly integrated
hardware/software co-design.

◦ To our knowledge, MARS is the first architecture to in-
tegrate multiple Processing-In-Memory paradigms within
the storage system. We implement accelerators inside the
SSD’s DRAM, near the subarrays of the SSD’s DRAM as
well as inside the SSD controller leveraging both Processing-
Using-DRAM and Processing-Near-DRAM paradigms to
efficiently enable diverse RSGA computation primitives.

◦ We extensively compare MARS to state-of-the-art soft-
ware and hardware baselines that use both RSGA and
basecalling. We show that MARS improves performance
over software and hardware-accelerated state-of-the-art
read mapping pipelines by a factor of 93× and 40× while
reducing their energy consumption by 427× and 72× on
average across five real-world datasets.

2 Background
2.1 Genome Analysis
Raw Signal Genome Analysis. Nanopore sequencing can
sequence relatively long fragments of DNA [53, 103, 104,
122, 123, 186, 234], called reads, by measuring the electrical
current changes caused when a DNA fragment traverses a
tiny pore, called nanopore. The generated sequence data [53,
103, 104, 122, 123, 186, 234], referred to as raw signals, are
then used in downstream analysis, e.g., for read mapping [36,
68, 70, 119, 190, 234] and alignment [60, 120, 135] purposes.
In the conventional genome analysis approach, raw signals
are first translated into sequences of nucleobase characters
(i.e., A, C, G, T) during the basecalling process [1, 2, 24, 26, 45],
and then mapped to a reference genome to find similarities
and differences [1, 96, 195, 196, 228, 230]. In contrast, RSGA
eliminates the need for basecalling by directly operating on
raw signals [36, 60, 68, 70, 119, 159, 179, 193, 234].
RSGA requires comparing sequences from the reference

genome with sequences derived from each input query, i.e.,
the raw electrical signals generated by the sequencer for
a given DNA sample. To enable this comparison, both ref-
erence subsequences and raw signals are converted into
events, i.e., a series of values corresponding to genomic sub-
sequences of certain length. These event sequences are then
passed through a quantization step that accounts for sequenc-
ing noise and enables robust signal-domain comparisons be-
tween reference and input query. A typical state-of-the-art
RSGA pipeline for read mapping, illustrated in Fig. 1, consists
of two main stages A○ Indexing and B○ Mapping.
A○ Indexing (offline): The reference genome is converted
into events through reference-to-event conversion and quan-
tization. These events are then stored in an efficient data
structure, e.g., a hash table, to enable fast lookup of match-
ing signal patterns. B○ Mapping (online): This stage maps
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Figure 1: Overview of a typical RSGA read mapping
workflow based on a hash-table for indexing.

raw signals to the reference genome using the previously
constructed index. The first step 1○ in mapping is event de-
tection, which performs the signal-to-event conversion of
raw signals and applies quantization. In the second step 2○,
called seeding, consecutive events are grouped to generate
hash values which represent signal segments known as seeds
and are used to query the reference index. Matching en-
tries, referred to as seed hits, represent candidate matches
between the input and reference. During the last step 3○,
called chaining, seeds are sorted based on their positions in
the reference genome. Seeds that are both spatially close and
colinear, i.e., those that maintain consistent relative positions
in the reference and input query, are grouped into anchors,
which form the basis for constructing chains representing
high-confidence matching regions between the query and
the reference genome.
Filtering Techniques. Filtering techniques [22, 23, 25,

27, 38, 86, 115, 121, 128, 133, 161, 174, 225–227] are ex-
tensively used in genome analysis pipelines to reduce the
need for costly alignment operations by eliminating unlikely
candidate matches early during the read mapping process.
One popular filtering approach, adopted in both conven-
tional [128] and RSGA [70] approaches, is frequency filter-
ing. The goal of frequency filtering is to identify and elim-
inate the seeds that cause a large number of seed hits in
the reference genome. These frequent seed hits usually ap-
pear due to repetitions in the genome or hash collisions,
which can cause ambiguity [67] in read mapping and in-
crease the computational cost of the subsequent steps [26],
such as chaining. To eliminate these issues, these seed hits
are not considered in the subsequent chaining stage, effec-
tively reducing the computational load. A dataset-specific
value defines the threshold for filtering out such frequent
matches. Another promising method is the seed-and-vote
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filtering technique [133, 136] that has been applied in con-
ventional basecalling-based pipelines to discard anchors that
are unlikely to generate valid alignments. As shown in Fig. 2,
the reference genome is partitioned into overlapping, equal-
length windows𝑊𝑖 . Each anchor votes for the window(s)
it appears in (see orange 𝑋 ′𝑠 in Fig. 2). We define as voting
threshold the minimum number of votes per window, so that
it contains correct alignments. A region whose vote count
falls below this predefined threshold is excluded from further
analysis, reducing the computational load of chaining.

W
2
: 7 votes

W
3
: 3 votes

Reference Genome

seeds

W
1
: 9 votes v

discard retainanchor vote
Figure 2: Overview of the seed-and-vote filtering tech-
nique for a threshold value of 5.

2.2 SSD Architecture
Fig. 3 depicts the architecture of a typical modern NAND
flash-memory-based Solid State Drive (SSD) [156], which
consists of three main components: (1) an array of NAND
flash chips, (2) SSD controller, and (3) DRAM.
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Figure 3: Organizational overview of a modern SSD.

NAND Flash Memory. NAND flash memory consists of
multiple flash chips [16, 41], which are connected to the SSD
controller via multiple parallel flash channels. Each flash
chip typically contains one or more independent dies. Each
die has multiple (e.g., 2 or 4) planes and each plane contains
thousands of blocks. A block includes hundreds to thousands
of pages, each of which is 4–16 KiB in size.
SSD Controller. The SSD controller [41, 42, 156] consists of
two primary components: (1) multiple general-purpose cores
running the SSD firmware, i.e., the flash translation layer
(FTL), and (2) per-channel hardware flash controllers. The
FTL manages communication with the host system, main-
tains logical-to-physical (L2P) address mappings for read
operations, handles internal I/O scheduling, and performs
various SSD management functions to hide the complexities
of NAND flash memory from the host processor. Flash con-
trollers handle (i) requests between the SSD controller and
the flash chips and (ii) error-correcting codes ECC for the
NAND flash chips [41, 42, 203, 235].

SSD-Internal DRAM. Modern SSDs employ DRAM to store
metadata crucial for SSD management (e.g., L2P page map-
ping table) and to cache frequently accessed pages [83, 134,
155, 192, 204, 237]. Typically, the DRAM takes up 0.1% of
the SSD’s capacity (e.g., 4GB LPDDR4 DRAM [105] for a
4TB SSD [182]). As shown in Fig. 4, DRAM is organized in
a hierarchical structure. At the highest level, a DRAM mod-
ule comprises multiple chips, each containing several banks
(e.g., 8-16), subdivided into multiple subarrays (e.g., 64-128).
A subarray is a 2D array of cells organized into multiple rows
(e.g., 512-1024) and columns (e.g., 2-8kB) [116, 124]. Cells in
a row share a wordline while cells in the same column share
a bitline. The bitline is used to read from and write to the
cells via the row buffer, which contains sense amplifiers (SA
in Fig.4).
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Figure 4: Organizational overview of a DRAM module.

SSD I/O Bandwidth. SSDs are characterized by the exter-
nal and internal bandwidth (BW). The external BW, e.g.,
PCIe [63, 165] lane BW, refers to the data transfer rate be-
tween the SSD and the host system and is determined by the
number of PCIe lanes. In contrast, the internal BW refers to
the bandwidth between the NAND flash chips and the SSD
controller. The internal BW typically exceeds the external
BW. For example, recent enterprise SSD controllers [29] sup-
port 6.55GB/s external and 19.2GB/s internal BW, distributed
over 16 channels operating at 1.2 GB/s each [109]. To bridge
the performance gap between main memory and storage
systems, modern SSDs integrate cutting-edge PCIe-Gen4
interfaces, e.g., 7 GB/s PCIe in Samsung PM1735 [183].

3 Motivation and Key idea
3.1 Computational Requirements of RSGA
RSGA is a promising approach for bridging the performance
gap between sequencing technologies, such as Nanopore
sequencing [53, 103, 104, 122, 123, 186, 234], and analysis
times. It can reduce the basecalling workload by serving as
a pre-basecalling filtering approach [45] or enable real-time
analysis by completely bypassing the costly deep-learning
based basecalling step [1, 2, 96, 195, 196, 228, 230]. How-
ever, given the rapid growth of sequencing throughput, it
becomes exceedingly challenging for software-based RSGA
to meet the requirements of real-time analysis [60]. The in-
creasing number of flow cells and nanopores per flow cell
lead to scalability challenges in processing generated data
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simultaneously and in real-time. Real-time RSGA [36, 60, 68,
70, 144, 190, 234], particularly for large genomes and exten-
sive data sets, requires medium to large-sized server-grade
systems to meet the significant computational and mem-
ory needs [68, 119, 234]. For example, mapping a human
genome with RSGA on our server-grade system (configu-
ration in §7) requires 52 CPU threads and 128 GB DRAM
capacity to meet the real-time analysis requirements of a
single portable palm-sized sequencing device [70]. Recent
state-of-the-art works [60, 190] meet real-time requirements
for small genomes, but fail to scale to larger inputs due to
the computationally costly operations of full-genome align-
ment, which slows down the system at quadratic rates as
the genome size increases. To further understand the accel-
eration obstacles of RSGA workflows and exploit the full
potential for acceleration, a systematic analysis is required.
We focus on RawHash2 [68], the state-of-the-art RSGA

pipeline for read mapping that uses efficient quantization
and a lightweight hash-based similarity search to scale to
larger genomes. We choose RawHash2 as it introduces a
highly efficient seed search mechanism, that leads to a better
accuracy-throughput trade-off in comparison to prior RSGA
read mapping mechanisms, Sigmap [234], UNCALLED [119]
and RawHash [68]. We execute RawHash2 on a high-end,
latency-optimized SSD [183] with a PCIe Gen4 interface
(PCIe) [165]. Fig. 5 shows the breakdown of RawHash2 into
the steps described in §2 (i.e., event detection, seeding, chain-
ing) as well as I/O overhead. We measure I/O overhead by
executing the pipeline once with data fully preloaded in
memory (i.e., without I/O overhead), and once with no data
preloaded into memory (i.e., with full I/O overhead from stor-
age). The difference in total runtime between the two runs
reflects the I/O data movement time from SSD to memory.
We use five different datasets as inputs, enumerated from
the smallest (D1, viral SARS-CoV-2 genome) to the largest
one (D5, human genome). For all genome sizes, chaining is
consistently a primary computational overhead, contribut-
ing between 33.1% (D1) and 94.9% (D5) of the total execution
time. Seeding takes up 4.3%-9.3% of the execution time. Event
detection and I/O data overhead are considerable bottlenecks
especially for small datasets (D1, D2, D3), taking up to 20.48%
and 40.84% of the execution time respectively.

14.3%

24.4%

40.8%

6.9%

15.2%

20.5%

5.1%

9.3%

8%
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4.3%

94.9%

91.3%

70.6%

50.7%

33.1%
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D2

D1

I/O Event detection Seeding Chaining

Figure 5: RawHash2 runtime breakdown for real-world
genomic datasets, from smallest (D1) to largest (D5).

While no prior work has accelerated the full RSGA read
mapping pipeline end-to-end, several of its individual com-
pute primitives have been the focus of hardware accelera-
tion efforts [21, 24, 66, 160]. Chaining acceleration has
received significant attention in the literature. Researchers
have employed GPUs [82, 177] as well as FPGAs and cus-
tom hardware architectures [80, 82, 141, 143, 190], achieving
performance improvements ranging from 5.4× to 277× com-
pared to their respective software baselines. More recently,
novel computing paradigms have been explored to acceler-
ate chaining, including PIM architectures [46] and RISC-V
custom instructions [142]. Seeding acceleration has simi-
larly been investigated. Custom hardware designs [93] and
GPU-based implementations [52, 132] have demonstrated
the potential for significant performance gains. In particular,
hash-based seeding has emerged as a promising target for
in-memory acceleration, with several works proposing PIM-
based solutions [97, 99, 100, 102, 232, 239]. For example, [153]
implements a ReRAM-based accelerator for hash-based seed-
ing within basecalling pipelines, leveraging similar compute
primitives as the seeding step in RSGA. pLUTo [65], an in-
DRAM accelerator optimized for lookup-table (LUT) opera-
tions, is a promising approach for accelerating hash-based
seeding and achieves speedups of up to 700× over CPU base-
lines for seeding-relevant workloads.

3.2 Impact of Data Movement on Hardware
Accelerated RSGA

Despite the promising results of these standalone accelera-
tors, there are no mature end-to-end accelerated systems for
RSGA. Current works overlook the impact of storage I/O on
the end-to-end accelerated system. As more RSGA pipeline
steps are accelerated to meet the real-time requirements and
the growing throughput of modern sequencing devices, time
distribution across RSGA read mapping will change drasti-
cally. We expect I/O to emerge as the dominant bottleneck
in the end-to-end analysis as the computational steps are
increasingly accelerated and thus minimized.

We validate this hypothesis through a motivational experi-
ment that analyses RawHash2 [68] using the same real-world
datasets and hardware setup as introduced in our previous
experiment (§3.1). We assume a scenario that applies state-of-
the-art accelerators to the two most frequently accelerated
steps: seeding and chaining. We model the latency of the
accelerated workflow by incrementally reducing the latency
of the seeding and chaining steps by 10% until we reach 100%
total latency reduction, i.e., zero execution time. The results
are shown in Fig. 6.
Fig. 6 shows how I/O data movement overhead progres-

sively dominates end-to-end execution time as latency reduc-
tion increases. We make the key observation that as latency
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Figure 6: Impact of I/O on overall execution time under
increasing acceleration of computation bottlenecks.

reduction increases, the I/O data overhead becomes the limit-
ing factor across all datasets. In particular, for small genome
datasets (D1-D3), I/O overhead reaches up to 66% of the total
execution time. For larger genomes, I/O overhead remains
modest until a large latency reduction of 90%. However, as
computation bottlenecks are further minimized, storage I/O
emerges as the primary performance limiter. For example,
I/O overhead accounts for 57% and 78% of the total exe-
cution time for D5 and D4 respectively when execution
time of seeding and chaining is reduced by 100%. These
results indicate that accelerating the seeding and chaining
alone is insufficient, and that I/O data movement from SSDs
becomes the dominant overhead in accelerated RSGA.

3.3 Our Goal
Based on our motivational analysis, acceleration of RSGA
is critical for achieving real-time genome analysis. While
computational complexity is a key challenge, I/O data move-
ment from SSDs becomes the dominant bottleneck across all
genome datasets once computational steps are heavily accel-
erated. In-Storage processing (ISP) can, therefore, be a key en-
abler for designing a real-time system for RSGA. Specifically,
ISP can uniquely address the I/O data movement bottleneck,
manage the high volume of genomic data, and provide fine-
grained parallelism to accelerate the computational steps.
However, designing an ISP system for RSGA is challenging
due to architectural constraints of SSDs. Limited hardware
resources (such as main memory capacity) and inefficient
random accesses prevent a straightforward implementation
of the RSGA pipeline inside storage. Our goal in this work
is to leverage ISP capabilities in a careful way to accelerate
RSGA by alleviating the I/O overheads and accelerating key
computational steps.

4 MARS Key Idea
The core design idea for MARS is to enable multiple
Processing-In-Memory paradigms within the SSD and lever-
age the high SSD-internal flash channel bandwidth to create
a highly-parallel heterogeneous computing environment for
RSGA inside the storage system. Our optimization strategy
consists of two key components: First, we propose targeted
software modifications on existing RSGA pipelines that take

into account SSD limitations and parallelization capabilities
while maintaining accuracy. Second, we provide specialized
near-memory computation units within the SSD for individ-
ual computational steps of the RSGA pipeline and orchestrate
the data flow between them. We leverage two computational
approaches within the SSD: (i) Processing-Using-DRAM,
which exploits the analog properties of DRAM arrays in
SSD to perform massively parallel in-memory operations
with minimal data movement overhead. (ii) Processing-Near-
DRAM, which adds lightweight compute logic close to the
SSD’s internal DRAM, either near the DRAM subarrays or
inside the SSD controller, tailored to the demands of each
RSGA step.

5 MARS Genome Analysis Workflow
MARS implements a genome analysis workflow based on
the state-of-the-art RSGA approach presented in Fig. 1. The
scope of MARS’s software modifications is to reduce both
computational workload and intermediate storage require-
ments, resulting in a version of RSGA that is optimized for
efficient in-storage execution.

5.1 Filtering Techniques
We adopt two distinct filtering techniques to reduce the load
on the computationally intensive and resource-demanding
chaining step.
Frequency Filters. First, we leverage frequency filters [70,
128] to only examine unique, meaningful matches between
signal queries, e.g., seeds, and reference genomes. Frequency
filters are applied to the hash values created by multiple
seeds (§2.1), and discard seeds that appear within the ref-
erence genome above a predefined threshold frequency
(𝑡ℎ𝑟𝑒𝑠ℎ_𝑓 𝑟𝑒𝑞.).
Seed-and-Vote Filtering Second, we adopt the seed-and-
vote filtering technique [133, 136] to discard anchors unlikely
to generate a correct alignment. As described in Section 2, we
partition the reference genome into windows, and anchors
vote for windows that contain exact matches. A window
with a high number of votes is more likely to contain the cor-
rect alignment. Only windows receiving a number of votes
above (𝑡ℎ𝑟𝑒𝑠ℎ_𝑣𝑜𝑡𝑖𝑛𝑔) are retained for further processing.
This threshold is selected to balance accuracy (measured
via F1-score) and performance, ensuring sufficient anchors
are preserved for sensitivity, while discarding redundant
matches to reduce workload. This is the first work to apply
the seed-and-vote technique to raw signals. For raw signals,
this process is particularly challenging because reads and
references, when converted to events, can include noise. To
address this, we apply the seed-and-vote technique after the
quantization and hash-table query steps, to preserve accuracy.
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Based on the size and characteristics of the target
genome, parameter values for both filtering techniques, i.e.,
𝑡ℎ𝑟𝑒𝑠ℎ_𝑓 𝑟𝑒𝑞, 𝑡ℎ𝑟𝑒𝑠ℎ_𝑣𝑜𝑡𝑖𝑛𝑔 and the window size for seed-
and-vote filtering may vary. To ensure robust performance
across a wide range of datasets, we perform an offline pa-
rameter space exploration to tune the parameter values and
achieve a fair trade-off between accuracy and performance
of the analysis. Our exploration space is defined by the tu-
ple (𝑡ℎ𝑟𝑒𝑠ℎ_𝑓 𝑟𝑒𝑞, 𝑡ℎ𝑟𝑒𝑠ℎ_𝑣𝑜𝑡𝑖𝑛𝑔, 𝑣𝑜𝑡𝑖𝑛𝑔_𝑤𝑖𝑛𝑑𝑜𝑤 ). We test
different configurations on a subset of each dataset (0.5-2%)
and observe that genomes with similar properties (e.g., size
or complexity) consistently benefit from the same parameter
configurations. Small genomes yield the best trade-off be-
tween accuracy and performance across different datasets for
values of (2000, 5, 256) and large genomes for (20000, 2, 256).
Although the values cover a representative set of diverse
genomes, they are easily reconfigurable for new genome
types. The parameter exploration is performed only once
offline and therefore does not impact the end-to-end runtime
and energy.

5.2 Arithmetic Conversion Techniques
We improve the utilization of the internal flash-channel band-
width available within the SSD by using arithmetic conver-
sion techniques. The key idea of this optimization is to con-
vert floating-point values to fixed-point and benefit from
reduced storage requirements (i.e., mostly reduced bit-width
from 64 or 32 bits to 16 bits) for intermediate data, as well
as enable resource-efficient and less time-consuming fixed-
point operations. We perform an experimental analysis at
software level and evaluate the accuracy achieved for fixed-
point arithmetic using 32, 16 and 8 bytes. The use of 16 bytes
leads to small accuracy loss compared to floating point and
significant resource utilization savings.
Our goal is to maximize savings by applying arithmetic

conversion as early as possible in the pipeline. However,
adopting fixed-point arithmetic at the beginning of the
pipeline is challenging due to the noise of raw signals, i.e.,
leveraging fewer bits for raw signals interferes with subse-
quent signal-to-event conversion and quantization leveraged
in typical RSGA pipelines [70], leading to much lower accu-
racy. Applying early quantization, i.e., applying quantization
directly on the raw signal before signal-to-event conversion,
alleviates this challenge. It increases stability against possible
noise and facilitates the adoption of fixed-point arithmetic.
Unlike previous works [70], our workflow first applies quan-
tization, followed by converting floating-point to fixed-point
arithmetic, and then executes the signal-to-event conversion.
We show the accuracy results of our implementation for both
fixed- and floating-point in §8.

6 MARS Architecture and System
We propose MARS, the first ISP system designed for accel-
erating RSGA by reducing data movement overheads and
leveraging highly parallel computation capabilities present
inside modern storage systems. We design MARS as an end-
to-end In-Storage-Processing system that expands the capa-
bilities of state-of-the-art SSDs and autonomously executes
the RSGA pipeline without host intervention.

6.1 MARS In-Storage Architecture
6.1.1 Overview. Fig. 7 shows a high-level overview of our
system and the application flow.1 MARS consists of five types
of components:MARS Control Unit I , Sorter Unit II ,Merger
Unit III , Arithmetic Unit IV and Querying Unit V .
SSD Controller Components: MARS Control Unit, Sorter
Unit and Merger Unit are placed inside the SSD controller.
MARS Control Unit I acts as a Finite State Machine (FSM)
that controls and coordinates the data flow between MARS’s
computation units. MARS’s Sorter Unit II (§6.4) is an accel-
erator that sorts sequences up to a predefined length. The
Merger Unit III (§6.4) efficiently combines short sorted se-
quences into longer ones. Both units follow the Processing-
Near-DRAM approach, operating on data that originates
from SSD-internal DRAM. One Sorter and Merger pair is
added per Flash Controller, adding up to 8 instances.
SSD-internal DRAM Components: The Arithmetic
Unit IV and Querying Unit V are placed inside the SSD-
internal DRAMchips. TheArithmetic Unit IV (§6.2) performs
arithmetic and logical operations. It leverages the Processing-
Near-DRAM approach: An Arithmetic Unit is placed at the
edge of each pair of subarrays’ peripheral logic, leading to
256 instances. The Querying Unit V (§6.3) performs efficient
hash-table lookups. It leverages the Processing-Using-DRAM
paradigm: It exploits the analog operational properties of
the SSD-internal DRAM. We implement one Querying Unit
per subarray, i.e., 512 instances.
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1To ease readability, Fig. 7 and 10 exclude control paths.
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6.1.2 Mapping Workflow to Compute Units. We per-
form a detailed analysis of the RSGA workflow to partition
the RSGA steps (i.e., event detection, seeding, chaining) into
more fine-grained tasks such as arithmetic (e.g., addition,
multiplication, division), querying and sorting operations.
The entire RSGA workflow is described as a pipeline of these
fine-grained tasks and each one is mapped to one of the
available computation units (Arithmetic, Querying, Sorter,
or Merger Unit) for efficient execution. The MARS Control
Unit encodes the pipeline steps and the order of their execu-
tion into a Finite State Machine and sequentially orchestrates
them at runtime. While the pipeline sequence is predefined,
actual computations in each step are triggered dynamically
based on the availability of inputs. Each compute unit is ac-
tivated only when its inputs are available, ensuring resource
efficiency and avoiding contention.

6.1.3 Control and Data Flow. Each step in MARS’s
pipeline begins as soon as the previous one finishes. Be-
fore starting execution, the index and raw input data are
distributed uniformly in terms of size across all SSD chan-
nels. Data is transferred to the MARS’s Arithmetic Units IV ,
close to the SSD-internal DRAM subarrays. The Arithmetic
Units IV perform the event detection step 1○ consisting of
signal-to-event conversion 1a○ and quantization 1b○, executed
sequentially. Next, as part of the seeding step 2○, the Arith-
metic Units execute the hash-value generation c○ and the
frequency filter d○. The filtered hash values are used for
querying e○ the hash-table for seed hits inside the DRAM at
the Querying Units V . The seed-and-vote filtering f○ step
discards non-promising seed hits by leveraging once more
the Arithmetic Units IV . During the chaining step 3○, the
data is first bucketized g○within the Arithmetic Units IV and
transferred to the Sorter II and Merger Units III inside the
SSD controller for the sorting h○ step. The sorted data frag-
ments are consolidated back in the SSD-internal DRAM for
the final part of chaining, i.e., a dynamic programming-based
algorithm 3i○ implemented within the Arithmetic Units IV .

6.2 Event Detection Implementation
We map event detection (i.e., signal-to-event conversion and
quantization §2.1) to the Arithmetic Unit as it mainly com-
prises additions and multiplications. One Arithmetic Unit is
placed next to two SSD-internal DRAM subarrays to perform
arithmetic operations close to the data and leverage the large
subarray-level parallelism available within theDRAM.MARS
is the first work to implement Processing-Near-DRAM inside
the storage-internal DRAM.
Arithmetic Unit Architecture and Mechanism. Our de-
sign is inspired by a previous DRAM-based design, FUL-
CRUM [126]. Fig. 8 illustrates the main components of the
design. A single-word ALU 1○ is placed next to a DRAM

subarray and performs addition, comparison, multiplica-
tion, and bitwise operations. Registers 2○ are placed near
the ALU to store intermediate results. A programmable In-
struction Buffer 3○ stores pre-decoded information for po-
tential instructions, i.e., different operands and branch out-
comes. Column-Selection Latches 4○ are placed on each col-
umn of each subarray to enable sequential access to individ-
ual columns [126]. A Control Unit 5○ determines the order
of instructions and location of next access to the memory
array.
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Figure 8: Overview of theMARS’s Arithmetic Unit near
a DRAM subarray

.
In order to map the operations of signal-to-event con-

version and quantization to the Arithmetic Unit, we first
break each of them down into arithmetic, predicate-based
and condition-based operations. We construct pre-decoded
instructions for all potential branches of execution within
these operations and store them in the programmable in-
struction buffer. Based on the outcome of the previous oper-
ation, the Control Unit (i) selects the next instruction from
the Instruction Buffer and (ii) identifies the columns of the
subarray that need to be accessed. This ensures that the
Column-Selection Latches either capture the correct input
operands (read from the subarray) or hold the correct target
values before writing them back to the subarray.

6.3 Seeding Implementation
The hash-value generation, frequency filter and seed-and-
vote filtering steps in seeding comprise arithmetic operations
and pairwise comparisons. To execute those operations ef-
ficiently, we use the Arithmetic Unit described in Section
6.2. However, hash table querying presents unique chal-
lenges due to the hash table’s large size and the frequent
random memory accesses it requires. To address this, we im-
plement the hash-querying mechanism inside SSD-internal
DRAM leveraging Processing-Using-Memory, in particular
the pLUTo [65] approach. This method exploits DRAM’s
high storage density to enable massively parallel storage
and querying of lookup tables (LUTs), ensuring efficient and
scalable operations.
Querying Unit Architecture and Mechanism. Fig. 9
shows the architecture and step-by-step control flow of the
Querying Unit. The hash table is stored in the SSD-internal
DRAM and is queried by subsequently activating DRAM
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rows using custom match logic and gated sense amplifiers
(SA) [65] (highlighted in orange). The custom match logic,
located adjacent to the row buffer, uses comparators to com-
pare the currently activated row index against the key values
loaded into the source row buffer. A matchline is imple-
mented as part of the custom match logic to enable the gated
SA to selectively copy the corresponding value into the out-
put buffer, when a match is detected. A single query proceeds
in four steps. 1○ Key Loading. The source row buffer is pop-
ulated with the input keys (e.g., in Fig. 9: random values K, O,
V). 2○Row Sweeping &Matching.DRAM rows containing
candidate hash entries are sequentially activated. For each
row, the match logic compares the row index to the loaded
keys. If a match is detected, the corresponding matchline is
asserted. 3○ Selective Copying. The gated sense amplifiers
sense and copy only those values in the currently activated
row that correspond to matched keys. 4○ Result Assembly.
The matched hash values (e.g., in Fig. 9: 6, 1, 4) are assembled
in the row buffer.
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Figure 9: Overview of our hash table query mechanism
in the SSD-internal DRAM.

If the DRAM size allows it, we store several copies of
the hash table in the computation-enhanced subarrays to
query multiple values in parallel. If the genome index ex-
ceeds DRAM capacity, MARS adopts a partitioning strategy:
large indexes (e.g., 52 GB for the human genome in D5) are
divided into smaller regions (e.g., 2.6 GB), which are loaded
into the SSD DRAM and queried sequentially. To minimize
performance impact, MARS overlaps computation with data
loading, effectively hiding the data movement latency.

6.4 Chaining Implementation
Chaining (§2.1) consists of a sorting step (i.e., to sort seed
positions) and a dynamic programming algorithm to extend
chains from sorted seeds. While the dynamic programming
part, based on additions and min operations, is efficiently
handled by our near-DRAM Arithmetic Unit, sorting large
sets of seeds directly near DRAM would be either slow or
require substantial area due to custom comparator logic. In-
stead, we implement a highly parallel, custom sorter design
inside the storage controller and benefit from increased scal-
ability provided by the available SSD controller resources.

Key Idea. The main implementation challenge is efficiently
sorting input sequences of variable length with high through-
put and minimal area overhead. We address this challenge
by designing a resource-efficient hierarchical mechanism
consisting of (1) a Sorter Unit that processes input sequences
of up to 128 elements and (2) a Merger Unit that combines
smaller sorted subsequences into larger sorted outputs, en-
abling scalability beyond 128 elements.
Sorter and Merger Unit Architecture.MARS’s Sorter and
Merger Unit is based on the bitonic sorter and merger, respec-
tively [37, 181, 197], to benefit from their inherent parallelism
and hardware-friendly structure and operations. Sorter and
merger units are throughput-matched to prevent pipeline
stalls and are sized to balance area efficiency with maximum
utilization of the available internal SSD bandwidth.
Mechanism. MARS’s Control Unit manages the sorting
and merging process, including data movement between the
SSD-internal DRAM and the Sorter and Merger Units. Fig. 10
shows the Sort-and-Merge mechanism flow.
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As shown in Fig. 10, 1○ the Contol Unit groups unsorted
seeds stored in SSD-internal DRAM into eight buckets, with
each bucket corresponding to a non-overlapping region of
the genome. 2○ It transfers each bucket to one of eight par-
allel Sorter–Merger units located near the storage controller.
Each Sorter Unit splits its assigned bucket into smaller subse-
quences, i.e., shorter than or equal to 128 elements, and sorts
them locally using bitonic sorting. 3○ If a bucket contains
longer sequences, the Sorter Unit forwards the sorted subse-
quences to the Merger Unit. The Merger Unit then merges
these short, sorted input sequences into a longer fully sorted
sequence using a streaming, one-pass merge strategy with
no intermediate buffering or feedback. This design enables
continuous, one-pass merging with low control complexity
and high throughput, especially for long or variable-length
inputs. 4○ The Control Unit writes the sorted outputs back to
the SSD-internal DRAM. Since buckets are non-overlapping,
they can be directly concatenated without further merging. If
local registers near theMerger Units are insufficient, the Con-
trol Unit temporarily buffers intermediate results in DRAM.
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The final sorted sequences are subsequently consumed by
the dynamic programming stage of chaining.

6.5 System Integration
MARS is integrated into a modern SSD with two different
modes of operation: conventional and accelerator. In con-
ventional mode, the SSD operates as a storage device only.
In accelerator mode, a MARS-enabled SSD only performs
RSGA. This dual-mode of operation is feasible through small
changes to the Flash Translation Layer (FTL).
MARS FTL and Data Placement. At the beginning of ac-
celerator mode, the Control Unit flushes all metadata es-
sential to the conventional mode (e.g., the page status table,
block read counts, logical-to-physical (L2P) mapping etc.) to
the flash storage. MARS leverages the access pattern of the
RSGA workflow to apply a storage-efficient custom logical-
to-physical (L2P) mapping for the accelerator mode. Since
the access pattern of the genome index and reference is se-
quential, data is placed on the flash chips in a log-structured
manner. The Control Unit then accesses the data in a sequen-
tial manner from the starting LPA and reads across channels
in a round robin manner. Thus, this design allows to keep a
small mapping data structure consisting of: (1) the mapping
between the start logical page address (LPA) and the physical
page address (PPA), (2) the database size, and (3) a sequence
of physical block addresses (PBAs) rather than the complete
LPA-to-PPA mappings to store the genomic data.
SSD Management Tasks. Error Correction, Read Distur-
bance and Data Retention: Since MARS ’s accelerators oper-
ate within the SSD controller and the SSD-internal DRAM,
all data is accessed by the Control Unit after ECC decod-
ing [41, 42, 203, 235]. MARS effectively tackles read distur-
bance and data retention impact [41, 43, 44, 85, 148, 149]
since: (i) The sequential access pattern of the RSGA pipeline
minimizes repeated reads to the same page within short in-
tervals, reducing the likelihood of read disturbances [43, 85],
(ii) Commodity SSDs automatically apply data refresh poli-
cies that refresh pages once their read counts exceed prede-
fined thresholds, (iii) The time interval between subsequent
refreshes does not exceed the duration of RSGA, which is sub-
stantially shorter than the manufacturer-specified threshold
for reliable retention age (e.g., one year [157]).
Wear-leveling: MARS effectively mitigates the impact of
writes on flash lifetime thanks to two design choices: (i)
Our design employs an out-of-place write policy and selects
new blocks for writing based on their age, thereby effec-
tively reducing long-term degradation, and (ii) flash writes
are minimized as the Control Unit only writes the final read
mapping results from the SSD-internal DRAM to the flash
memory at the end of the RSGA workflow.

Storage Interface Commands. MARS operates indepen-
dently of the host during RSGA execution, using the FSM in
the SSD controller. Our design introduces two new NVMe
commands, i.e., standardized interfaces used by the host to
communicate with SSDs, for the host to support MARS exe-
cution: (i)MARS_Init initiates the RSGA analysis and signals
the SSD to switch from the conventional into the accelerator
mode, (ii) MARS_Write command updates both the MARS
FTL and regular FTL at the end of the application when
the read mapping results are written from the SSD-internal
DRAM to flash cells.

7 Evaluation Methodology
Evaluated Systems. We evaluate MARS by comparing it
against state-of-the-art RSGA and conventional basecalling-
based read-mapping systems in terms of accuracy, perfor-
mance and energy. As a baseline for RSGA-based read map-
ping, we select state-of-the-art RawHash2 [70], which of-
fers a better accuracy-throughput trade-off compared to
prior RSGA tools and techniques, including RawHash [68],
Sigmap [234] and UNCALLED [119].
We evaluate the following systems: (1) BC: a baseline

pipeline for basecalling-based read mapping comprised of
GPU-based basecaller Dorado [2] and minimap2 [128] read-
mapping tool (Version 2.24-r1122). To simulate a real-time
setting, we assume the basecaller processes raw signal
chunks incrementally as they are generated by the sequencer
rather than waiting for the full completion of each read’s
raw signal. (2) RH2: RawHash2 [70] RSGA-based read map-
ping baseline running on a state-of-the-art server-grade
CPU [7]. (3) MS-CPU𝐹𝑙𝑜𝑎𝑡 : MARS executed on CPU using
floating-point arithmetic and the filtering optimizations pre-
sented in Section 5. (4) MS-CPU𝐹𝑖𝑥𝑒𝑑 : MARS executed on CPU
using both fixed-point arithmetic and filtering optimiza-
tions. (5) MARS: our proposed in-storage design of MARS
using fixed-point arithmetic, implemented as described in
Section 6. (6) MS-EXT: a variant of MARS that add all com-
putation units outside (external to) the SSD. Sorting is of-
floaded to a near-CPU ASIC based on our custom design,
while arithmetic and hash querying operations are executed
in DRAM-based PIM units [65, 126]. This configuration rep-
resents a PIM-only system that avoids any in-storage com-
putation and serves as a comparison point to evaluate the
benefits of tightly integrated compute within the storage
hierarchy. (7) MS-SIMDRAM: a MARS variant that replaces
the Processing-Near-DRAM-based Arithmetic Unit with a
SIMDRAM-based [89] Arithmetic Unit. (8) GenPIP [153]:
a state-of-the-art hardware-accelerated, basecalling-based
read mapping pipeline combining non-volatile memory
(NVM)-based PIM with algorithmic optimizations (9) MS-
SmartSSD [125]: an existing system [224] which directly
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connects an FPGA with the SSD via an external 3 GB/s
link [213]. We map MARS’s Sorter and Merger Logic Units
to the FPGA (300 MHz clock frequency [224]) and our PIM-
components (§6.2,6.3) in the SSD-internal DRAM.
CPU and GPU Configurations. For the CPU-based sys-
tems, we use a high-end server with two 64-core AMD EPYC
7742 CPUs [7], 1TB of DDR4 DRAM [105] and a performance-
optimized SSD [183] connected to the CPU via a PCIe4 inter-
face [165]. For the BC system, the basecalling step (Dorado [2])
runs on an NVIDIA RTX A6000 GPU [11]. All software tools
support multi-threaded processing where each raw signal
sequence is handled by a separate thread. We run all tools
with the best-performing configuration of 128 threads to
compare against our system.
SSD and DRAM Configurations. To evaluate MARS and
MS-SIMDRAM, we consider a performance-optimized SSDwith
internal LPDDR4 DRAM [105] (Table 1). Since accelerators
and compute units operate sequentially, we simulate each
component individually, including the data movement be-
tween them. For DRAM-based components (i.e., Arithmetic
and Querying Units), we use timing parameters extracted
from the LPDDR4 DRAM model in CACTI7 [34]. We as-
sume that single-word ALUs embedded in SSD-internal
DRAM operate at 164 MHz. For SSD components we use
MQSim [78, 204], a widely-adopted simulator for modern
SSDs. Our Sorter andMerger Unit are implemented in Verilog
HDL and synthesized using Synopsys Design Compiler [202]
at 1 GHz to obtain timing, area, and energy results. We model
data movement overheads by calculating the transfer latency
between each computing and storage element based on the
size of the data to be transferred and the available bandwidth
between components. We combine the simulation results
from DRAM and SSD simulators, the Verilog synthesis and
the data movement overheads to evaluate the end-to-end
performance of MARS.

Table 1: Simulation configuration of our design.
Component Detailed Configuration

SSD NVMe, PCIe 4.0, PCIe lane BW: 1.2 GB/s, TLC,
8 channels, 8 chips/channel, tDMA: 16𝜇s, tR (TLC): 22.5𝜇s,
flash channel BW: 1 GB/s, 4 ARM Cortex R7

SSD-Internal DRAM 4 GB LPDDR4 DRAM, 16 banks, 512 subarrays,
256 rows/subarray, row size: 2048 bytes

Sorter and Merger Unit Frequency: 1 GHz
Arithmetic Unit Frequency: 164 MHz

Datasets.We evaluate MARS on five real-world datasets
from different organisms, covering a wide range of genome
sizes. Table 2 summarizes the dataset characteristics [5, 8–
10, 12, 14] and reference genomes [3, 4, 6, 13, 158, 171], all
obtained from public repositories.We use the fast5 file format
for our input data and assume that the data is already cor-
rectly placed, i.e. sequentially and evenly distributed across
all SSD channels, for all evaluated systems.

Table 2: Details of datasets used in our evaluation.
Organism Reads (#) Bases (#) Genome Size (bp) Dataset Size

D1 SARS-CoV-2 1,382,016 594 M 29,903 11 GB
D2 E. coli 353,317 2,365 M 5 M 27 GB
D3 Yeast 49,989 380 M 12 M 39 GB
D4 Green Algae 29,933 609 M 111 M 74 GB
D5 Human HG001 269,507 1,584 M 3,117 M 39 GB

8 Evaluation
8.1 Accuracy Analysis
We evaluate RH2, MS-CPU𝐹𝑖𝑥𝑒𝑑 and MS-CPU𝐹𝑙𝑜𝑎𝑡 accuracy
based on the ground truth generated by basecalling reads
with Dorado [2] and mapping the generated basecalled
reads to the reference genome using minimap2 [128]. All
hardware systems implement MS-CPU𝐹𝑙𝑜𝑎𝑡 workflow and
thus achieve the same accuracy. We use UNCALLED paf-
stats [119] tool to identify true positives (TP: correct map-
pings), false positives (FP: incorrect mappings), and false neg-
atives (FN: unmapped reads that are mapped in the ground
truth) based on the mapping position distance from the re-
spective ground truth. Using these values, we calculate pre-
cision (P = TP/(TP+FP)), recall (R = TP/(TP+FN)), and the
F1 score (F1 = 2x(PxR)/(P+R)).

We make two observations based on the accuracy results
reported in Table 3. (1) MS-CPU𝐹𝑖𝑥𝑒𝑑 outperforms RH2 in terms
of recall and F1 score for all evaluated datasets, while main-
taining on-par precision for small genomes and only a slight
reduction in precision for larger genomes. This improvement
is due to the integration of our two proposed filtering tech-
niques (§5.1) and early quantization (§5.2) which together
eliminate ambiguous or redundant candidate matches, i.e.,
matches that are frequent, low-quality or non-specific, and
allow the pipeline to focus on signal regions that are more
likely to represent correct alignments. (2) The use of fixed-
point and integer operations instead of floating-point opera-
tions only minimally decreases accuracy for all datasets.

8.2 Performance Analysis
We evaluate the performance of all seven systems described
in §7 leveraging the five diverse datasets of Table 2. Fig. 11
shows the execution time speedup achieved by each eval-
uated system over CPU-based RawHash2 RH2. We make
three observations. First, MARS outperforms all other base-
lines across all datasets. Compared to the GPU-accelerated
basecalling based pipeline BC, MARS delivers a speedup of
93× on average across all five datasets with larger speedups
for smaller genomes. This is because MARS (i) eliminates
basecalling, (ii) applies filtering mechanisms, (iii) reduces
data movement, and (iv) enables highly parallel in-storage
execution.

Second, MARS outperforms all prior hardware-accelerated
solutions: MS-EXT, MS-SIMDRAM, GenPIP, and MS-SmartSSD.
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Table 3: Mapping accuracy of three RSGA pipelines compared to basecalling-based ground truth.
D1 SARS-CoV-2 D2 E.coli D3 Yeast D4 Green Algae D5 Human HG001

Prec. Recall 𝐹1 Prec. Recall 𝐹1 Prec. Recall 𝐹1 Prec. Recall 𝐹1 Prec. Recall 𝐹1
RH2 0.9868 0.8735 0.9267 0.9573 0.9009 0.9282 0.9862 0.8412 0.9079 0.9691 0.7015 0.8139 0.8949 0.4054 0.5582
MS-CPU𝐹𝑖𝑥𝑒𝑑 0.9917 0.9694 0.9803 0.9854 0.9574 0.9712 0.9533 0.9643 0.9588 0.9125 0.9166 0.9141 0.8723 0.6318 0.7300
MS-CPU𝐹𝑙𝑜𝑎𝑡 0.9939 0.9796 0.9867 0.9893 0.9616 0.9753 0.9551 0.9655 0.9603 0.9254 0.9438 0.9354 0.8763 0.6729 0.7612
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Figure 11: End-to-end execution time speedup of each
system over RH2.

Specifically, MARS improves performance by 3.1× on aver-
age over MS-EXT, which adopts PIM solutions (MARS-based
ASIC and PIM accelerator) outside the storage. This compar-
ison point shows that MS-EXT fails to fundamentally solve
the I/O data movement overhead problem and highlights the
importance and need for in-storage processing for RSGA.
MS-SmartSSD performs worse than MARS, due to its limited
3 GB/s bandwidth between SSD and FPGA [125], which re-
stricts the use of internal SSD bandwidth between flash and
storage controller, fully utilized by MARS. While MS-SIMDRAM
addresses I/O overhead through in-storage computation, its
use of bit-serial operations for arithmetic (e.g., multiplica-
tion, division) results in execution time 21.4× slower than
MARS. MARS is the only design that both eliminates the I/O
bottleneck and meets the computational demands of RSGA
acceleration.

Third, our algorithmic improvements alone (MS-CPU𝐹𝑖𝑥𝑒𝑑 ),
i.e., without leveraging ISP capabilities, provide a consid-
erable speedup of 1.2-10.2× over RH2 for medium- to large-
sized genomes (i.e., D3-D5) and on-par performance for small
genomes (i.e., D1,D2). This demonstrates the effectiveness of
our software optimizations, including filtering, in reducing
the computational load, particularly during chaining.
Throughput evaluation. We compare MARS’s throughput
with the throughput of a single sequencer, which is 450 bases
per second (i.e., 4000 - 5000 samples per second) [216]. As
Table 4 shows, MARS’s throughput is substantially higher than
450 bp/sec for all datasets. In fact, MARS outperforms the real-
time analysis requirement of a full MinION sequencer [103],
which processes data at 230,400 bp/s, by 46× on average
across all datasets (between 1.2× for large genomes (D5) to
202× for small genomes (D1)).

Table 4: Throughput of MARS. A single nanopore has a
throughput of 450 bp/sec; an entire MinION sequencer
achieves 230,400 bp/sec.

D1 D2 D3 D4 D5

Throughput [bp/sec] 46,655,128 5,274,148 1,202,660 1,277,764 286,728

8.3 Energy Analysis
To demonstrate the energy benefits of MARS, we measure the
energy consumption of all components (i.e., SSD, DRAM,
CPU and if applicable GPU) involved in the respective sys-
tems. We use AMD µProf [28] to measure the energy con-
sumption for CPU-based systems, and the CACTI7 [34]
DDR4 model to estimate the power overheads on our PIM-
enabled DRAM design.We synthesize logic components with
the Synopsys Design Compiler [202] using a 65nm process
node to estimate their power consumption.

Fig. 12 shows the end-to-end energy reduction achieved by
all evaluated systems over RawHash2 (RH2). We make three
observations. (1) All hardware-accelerated systems, i.e., MARS,
MS-EXT, MS-SIMDRAM, GenPIP achieve greater energy reduc-
tion compared to CPU-based setups, i.e., BC and MS-CPU𝐹𝑖𝑥𝑒𝑑 .
(2) Only MS-SIMDRAM yields higher energy reduction com-
pared to MARS (by 3.5× on average across datasets), due
to its simplified Arithmetic Unit based on bit-serial, in-
memory execution. However, because of MS-SIMDRAM’s sig-
nificantly higher latency (§8.2), MARS still provides a more fa-
vorable trade-off between latency and energy consumption.
(3) MS-EXT reduces energy by 22.3× as opposed to MARS’s
79.4× reduction over RH2, due to high data movement from
the storage to the host and accelerators and a greater re-
liance on the CPU for orchestration, which increases energy
use on the host side. Overall, MARS achieves the best energy
consumption and performance trade-off among all designs.
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Figure 12: Energy reduction of each system compared
to RH2.
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8.4 Area Analysis
SSD-internal DRAM overhead.We estimate the base area of
our PIM-enabled DRAM with CACTI7 [34] to be 55.48𝑚𝑚2

in a 22nm technology. Each Arithmetic Unit occupies 0.0295
𝑚𝑚2, leading to 7.56𝑚𝑚2 [126, 127] total overhead for all 256
Arithmetic Units. Each LUT-based Querying Unit occupies
0.018𝑚𝑚2, leading to 9.22𝑚𝑚2 [65] for 512 instances. The
total DRAM overhead of our design, i.e., 16.78𝑚𝑚2, is low
compared to the total SSD area available, i.e., at least 6400
𝑚𝑚2 for our SSD configuration of 8 channels and 8 typical
100𝑚𝑚2 NAND flash chips per channel.
SSD Controller Logic overhead. We estimate the area over-
head of our logic components using Synopsys Design Com-
piler [202] with UMC 65nm technology node [208]. The area
for the Sorter, Merger and Controller Unit is 0.78𝑚𝑚2, 0.14
𝑚𝑚2 and 0.002𝑚𝑚2, respectively. Compared to a 14nm In-
tel Processor [218], the Sorter and Merger introduce only
0.028% area overhead (the area is 0.09𝑚𝑚2 when scaled to
14nm [199]).

Table 5: Area analysis overview per component.
Placement Unit Instances Area [𝑚𝑚2] Area [𝑚𝑚2]
in SSD Number per Unit Total

SSD-internal DRAM Arithmetic 256 0.0295 7.56

Querying 512 0.018 9.22

SSD controller Sorter 8 0.78 6.24

Merger 8 0.14 1.12

Control 1 0.002 0.002

8.5 Sensitivity to SSD-Internal DRAM Size
We perform a sensitivity analysis to examine the scalability
of ISP designs MARS and MS-SIMDRAM for different sizes of
the SSD-internal DRAM, i.e., 2 GB, 4GB (base configuration)
and 8 GB. Fig. 13 shows that MARS’s performance increases
by 1.70x on average when we double the internal DRAM size,
while MS-SIMDRAM’s performance increases almost by 1.99x
on average. Therefore, the proposed design scales well when
increasing internal DRAM resources and is not bound by
the internal bandwidth. MS-SIMDRAM’s slightly better scaling
indicates that increasing the DRAM capacity yields better
results for PuM-based computations.
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Figure 13: Sensitivity to SSD-internal DRAM size.

9 Related Work

To our knowledge, this is the first work to 1) enable in-storage
acceleration of Raw Signal Genome Analysis and 2) combine
the use of processing near memory and processing using
memory inside the storage system. In this section, we briefly
review prior work on hardware acceleration for genome
analysis and ISP.
Hardware Acceleration for RSGA. Prior hardware accel-
eration works on RSGA propose FPGA-based [141, 180, 190,
200] and GPU-based [36, 74, 82, 178] systems. Specifically,
Squigglefilter [60] proposes an edge-GPU-based system for
RSGA that performs contamination analysis for small, vi-
ral genomes based on a 1D systolic array. HARU [190] uses
an MPSoC with an on-chip FPGA to accelerate RSGA and
f5c [74] presents a GPU-based accelerator. None of these
systems 1) consider the impact of I/O data movement on
end-to-end execution of RSGA and 2) provide a system for
genome analysis that is scalable to medium- and larger-sized
genomes, due to the use of costly dynamic time-warping
alignment operations [60, 135, 184]. A comparison of MARS
with SquiggleFilter and HARU is out of scope, as these works
focus on performing read alignment for small, mostly viral
genomes. MARS can be integrated into these tools to help
them quickly identify seed hits, thus avoid searching the
entire genome and enable scaling to large genomes.
Hardware Acceleration for Genome Analysis. Multi-
ple prior works propose accelerator designs for basecalling-
based genome analysis targeting basecalling and read map-
ping steps with different architectures like ASICs [72, 150,
207], GPUs [17, 51, 57, 82, 94, 95, 137–140, 162, 219, 231], FP-
GAs [35, 47–50, 64, 73, 76, 88, 90, 91, 130, 143, 176, 209, 221],
ISP [152], and PIM [30, 84, 98, 114, 131, 185, 233, 238]. Base-
calling accelerators [32, 145, 146, 153, 188, 195, 222, 223, 228]
speed up the translation of raw signals into nucleotide se-
quences, a step that is entirely bypassed by our RSGA-based
design. Read mapping accelerators [31, 40, 47, 48, 50, 51, 59,
80, 81, 87, 94, 97, 101, 111, 112, 114, 121, 143, 152, 167, 236]
are not applicable to RSGA as they do not consider the noise
within raw signals.
In-Storage-Processing. Prior works explore ISP through
various approaches using (1) Processing-Near-Flash mem-
ory by integrating processing capabilities into the SSD con-
troller in a general-purpose [15, 79, 110, 113, 212, 240] or
application-specific way [58, 107, 117, 151, 166, 172, 173,
187, 214], (2) Processing-using-Flash memory by exploit-
ing the analog properties of flash memory [56, 75, 92,
147, 154, 163, 191, 206, 211] or by (3) closely integrating
SSDs with GPUs [54] or FPGAs [18, 106, 118, 205] (e.g.,
SmartSSD [125, 213]). While SmartSSD [125] places an FPGA
near the SSD, MARS integrates computation inside the SSD-
internal DRAM and controllers. Several works also consider
other storage technologies like HDDs [55, 113, 172, 173] for
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computation. None of these works leverages SSD’s computa-
tional capabilities and enhances them to accelerate RSGA.

10 Conclusion
We propose MARS, the first in-storage processing architec-
ture that enables multiple Processing-In-Memory paradigms
within the SSD to reduce both data movement and computa-
tion overheads of RSGA read mapping. MARS (1) proposes
targeted software modifications, such as early signal quan-
tization and read filtering, to minimize hardware resources
while maintaining accuracy, and (2) provides near-memory
computation units within the SSD for accelerating compu-
tational steps of the RSGA pipeline. MARS improves per-
formance over software and hardware-accelerated state-of-
the-art read mapping pipelines by a factor of 93× and 40×
while reducing their energy consumption by 427× and 72×
on average across five real-world dataset.
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