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Abstract
Sparse Matrix-Matrix Multiplication (SpMM) is a critical

operator in many applications, such as graph neural net-

works (GNNs). However, when SpMM is scaled to multi-

ple GPUs, existing works face significant challenges: (1)

massive redundant communication and (2) unawareness of

heterogeneous links. To address the issue of massive re-

dundant communication, we introduce a communication

redundancy-free distributed SpMM algorithm that efficiently

reutilizes fetched remote data to reduce communication vol-

ume. To tackle the unawareness of heterogeneous links, we

propose two link-aware optimization techniques: commu-

nication fusion, which leverages local GPUs as embedding

caches to reduce communication over slow links; and request-

coalesced communication, which coalesces necessary re-

quested remote data into bulk transfers to maximize band-

width utilization and minimize communication volume over

proxy-based links. Based on these techniques, we develop

CoLa, a highly communication-efficient distributed SpMM

framework. Extensive evaluations on real-world datasets

under different multi-GPU settings demonstrate that CoLa

achieves geomean speedups of 8.56×, 9.12×, and 57.97× over
CAGNET, MGGCN, and MGG, respectively.

CCS Concepts
• Computing methodologies→ Distributed computing
methodologies.
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1 Introduction
Sparse Matrix-Matrix Multiplication (SpMM) is a key opera-

tor in many scientific and graph learning applications. For

example, as a growing family of graph learning techniques,

graph neural networks (GNNs) [25, 35, 40] use the spatial

structure of graph data to learn embeddings for tasks includ-

ing node classification [18], graph classification [48], and

link prediction [47]. In GNNs, each target node aggregates

the embeddings of neighboring nodes to update its own em-

bedding. This process can be represented as SpMM, where

the sparse matrix is the adjacency matrix of a graph, and the

dense input and output matrices are original embeddings and

updated embeddings, respectively. In this paper, we name

one row of an input or output dense matrix as an embedding

for simplicity.

Recently, the increasing memory demands for SpMM on

real-world graphs exceed the capacity of a single GPU [7, 33,

38]. One prevalent approach is scaling SpMM on multiple

GPUs. However, developing an efficient distributed SpMM

on multiple GPUs faces the following two challenges:

MassiveRedundantCommunication. Existing distributed
SpMM solutions [7, 9, 26, 31, 33, 38] have high communica-

tion cost due to the massive redundant GPU-to-GPU commu-

nication. They either transfer unnecessary remote embed-

dings or transfer the same remote embeddings repeatedly.

SUMMA-like [34] algorithms, including CAGNET [33] and

MGGCN [7] among others [9, 26, 31] employ coarse-grained

collective communication strategies, broadcasting all local

embeddings from one GPU to others at each stage. While the

SUMMA paradigm is originally designed for dense-dense ma-

trix multiplication, it is sparsity-unaware and results in un-

necessary communication of remote embeddings that are not

https://orcid.org/0009-0008-7377-9269
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required for subsequent computation in distributed SpMM.

By contrast, based on multi-GPU shared memory [2–4, 44],

MGG [38] introduces a sparsity-aware fine-grained com-

munication pipeline, where each communication request

fetches one remote embedding at a time. It adopts a row-

wise SpMM pattern, where each worker processes a sparse

row independently and only fetches the required remote

embeddings according to the column indices of nonzeros

within the sparse row. Despite avoiding the communication

of unnecessary remote embeddings, MGG’s row-wise SpMM

pattern still results in redundant communication. Specifi-

cally, when multiple workers process different sparse rows

containing nonzeros with the same column indices, the same

remote input embeddings are fetched repeatedly.

Unawareness of Heterogeneous Links. Multi-node

multi-GPU platforms typically have heterogeneous links

across GPUs [28]. These diverse links bring in two critical

issues: (1) Frequent communication over slow links. There are
diverse links with different communication bandwidths, in-

cluding NVLink (300 GB/s), PCIe (20 GB/s), QPI (12 GB/s),

and IB (18 GB/s). Given a typical multi-node multi-GPU

setting in modern HPC clusters, there exists a significant

bandwidth gap that the intra-node link of NVLink (300 GB/s)

offers an order of magnitude higher bandwidth than the

inter-node link of IB (18 GB/s). However, existing distributed

SpMM methods, including CAGNET, MGG, MGGCN, and

others [7, 9, 31, 33, 38] do not consider the bandwidth gap,

resulting in frequent embedding communication over slower

links and performance degradation. (2) Inefficient communi-
cation over proxy-based links. Communication over heteroge-

neous links relies on different transport mechanisms. While

NVLink, PCIe, and QPI enable on-board transport across

GPUs, inter-node links like IB depend on proxy-based trans-

port (e.g., IBRC, UCX) across GPUs [5]. Proxy-based trans-

port introduces additional overhead, which significantly de-

grades communication throughput when handling frequent

small messages. Without considering the different transport

mechanisms of heterogeneous links, MGG [38] sticks to its

fine-grained communication pipeline over proxy-based links,

suffering from severe performance degradation. On the other

hand, CAGNET and others [9, 26, 31] adopt coarse-grained

collective communication over all types of links, missing the

opportunity to leverage fine-grained communication over

on-board transport for reducing redundant transfers.

To eliminate redundant communication, we first conduct

an in-depth analysis of communication redundancy associ-

ated with different communication strategies for distributed

SpMM. Based on the analysis, we propose a communication

redundancy-free distributed SpMM algorithm, where each

necessary remote embedding is fetched exactly once, and the

communication volume is significantly reduced. This new al-

gorithm eliminates redundant communication by efficiently

reutilizing the shared remote embeddings among nonzeros

from the same sparse columns.

To address the two issues caused by the unawareness of

heterogeneous links, we further introduce two link-aware

optimization techniques: (1) communication fusion to re-

duce frequent communication over slow links. For commu-

nication fusion, we group GPUs into different workgroups

based on multi-GPU communication topology, where inter-

workgroup links are slower than intra-workgroup links. We

leverage GPUs within a workgroup as embedding buffers

to cache remote embeddings from other workgroups, avoid-

ing repeated inter-workgroup communication for the same

remote embeddings across different workgroups, thereby

effectively reducing expensive inter-workgroup communica-

tion over slow links. (2) request-coalesced communication

to optimize inefficient communication over proxy-based links.
We coalesce the requested remote embeddings into a large

message for communication over proxy-based links. This

approach simultaneously achieves minimal communication

volume by transferring only necessary embeddings while

maintaining high bandwidth utilization by avoiding the over-

head of frequent small messages over proxy-based links.

Finally, we craft a highly communication-efficient dis-

tributed SpMM framework, namely CoLa
1
(Communication

redundancy-free and Link-aware). Additionally, CoLa ap-

plies pipeline optimization and community-aware graph

reordering to further boost the overall performance. With

extensive evaluations on a multi-GPU cluster, CoLa consis-

tently outperforms the state-of-the-art baselines across vari-

ous real-world datasets. Under different multi-GPU settings,

CoLa achieves geomean speedups of 8.56× over CAGNET

[33], 9.12× over MGGCN [7], and 57.97× over MGG [38].

We summarize our contributions as follows:

• We give an in-depth analysis of the redundant communi-

cation for remote embeddings under different communi-

cation strategies in distributed SpMM (Section 3.1).

• We introduce a communication redundancy-free algorithm

to eliminate redundant communication for remote embed-

dings in distributed SpMM (Section 3.2).

• We present two link-aware optimization techniques for the

challenges of heterogeneous links: communication fusion

to reduce frequent communication over slow links (Section
4.2) and request-coalesced communication to optimize in-
efficient communication over proxy-based links (Section 4.3).
• We craft CoLa, a high-performance distributed SpMM

framework, with careful design of pipeline optimization

and community-aware graph reordering to further boost

the performance. Extensive evaluations demonstrate that

CoLa achieves significant speedups over state-of-the-art

baselines across various real-world datasets.

1
https://github.com/zzzlxhhh/CoLa
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Table 1: Notations

Notations Description

𝑨𝑛×𝑛 input sparse matrix

𝑩𝑛×𝑘 input dense matrix

𝑪𝑛×𝑘 output dense matrix

P number of total GPUs

𝑨𝒊,𝒋 𝑖th row and 𝑗th column sparse chunk

𝑃𝑖 the 𝑖th GPU

𝑨𝒊
𝑹 remote sparse chunk in 𝑃𝑖

𝑨𝒊
𝑳 local sparse chunk in 𝑃𝑖

W number of workgroups

G number of GPUs in a workgroup

𝑨𝒊,𝒋
the sparse data for 𝑃𝑖 ’s stage- 𝑗 SpMM

𝑨𝒊,𝒋
𝑹 the remote sparse chunink for 𝑃𝑖 ’s stage- 𝑗 SpMM

𝑨𝒊,𝒋
𝑳 the local sparse chunk for 𝑃𝑖 ’s stage- 𝑗 SpMM

2 Preliminaries
In this section, we provide preliminaries about SpMM compu-

tation, basic distributed SpMM procedure, and communica-

tion on multi-GPU platforms. The frequently used notations

in this paper are listed in Table 1.

2.1 SpMM Computation
In this paper, SpMM is represented as 𝑨𝑛×𝑛𝑩𝑛×𝑘 = 𝑪𝑛×𝑘 ,
where elements in these matrices are 4-byte. There are two

SpMM computing methods on GPUs: row-wise and col-wise

(column-wise) SpMM.

In row-wise SpMM, one worker (e.g., a thread warp) is

allocated with a sparse row of 𝑨 as illustrated by Figure 1

(a). First, the worker sequentially loads and aggregates the

embeddings from 𝑩 based on the column indices of nonzeros

in the sparse row, buffering the aggregated embedding in the

worker’s scratchpad memory (e.g., local registers). Second,

once the aggregation is complete, a single write operation

accumulates the aggregation results to 𝑪 .

(b)col-wise SpMM(a)row-wise SpMM

𝑖𝑑
0

𝑖𝑑
1

𝑖𝑑
𝑛

𝐴 𝐶

…

…

𝐵𝑇

𝑖𝑑
2

load embedding

buffer

𝑖𝑑
0

𝐴 𝐶

𝐵𝑇

buffer

…

… …

worker

…

worker

accumulate embedding

Figure 1: Examples of row-wise and col-wise SpMM

In col-wise SpMM, a worker is allocated a sparse column

of 𝑨 as demonstrated by Figure 1 (b). First, the embedding

requested from 𝑩 is buffered in scratchpad memory based

on the column index of the allocated sparse column. Second,

the worker loads the buffered embedding to compute partial

results and sequentially accumulates the partial results to

𝑪 for each nonzero. An essential feature of col-wise SpMM

is reusing the embedding among nonzeros from the same

sparse column.

2.2 Basic Distributed SpMM Procedure
Supposing we have P GPUs, where 𝑃𝑖 is the 𝑖-th GPU with

𝑖 ranging from 0 to P − 1. For a basic distributed SpMM, 𝑨
is partitioned into P × P equal-sized sparse matrix chunks.

𝑩 and 𝑪 are partitioned into P equal-sized row panels. The

partitioning is defined as:

𝑨 =
©­­«

𝑨0,0 · · · 𝑨0,P−1
...

. . .
...

𝑨P−1,0 · · · 𝑨P−1,P−1

ª®®¬ (1)

𝑩 =
©­­«

𝑩0
...

𝑩P−1

ª®®¬ , 𝑪 =
©­­«

𝑪0
...

𝑪P−1

ª®®¬ (2)

where 𝑨𝒊,:, 𝑩𝒊 , and 𝑪𝒊 are placed on 𝑃𝑖 .

Subsequently,𝑨𝒊,: onGPU 𝑃𝑖 is arranged into a local sparse

chunk (LSC) 𝑨𝒊
𝑳 and a remote sparse chunk (RSC) 𝑨𝒊

𝑹 . The

LSC and RSC of 𝑨𝒊,: on 𝑃𝑖 are formally defined as:

𝑨𝒊,: = (𝑨𝒊
𝑳, 𝑨

𝒊
𝑹), 𝑨

𝒊
𝑳 = 𝑨𝒊,𝒊, 𝑨

𝒊
𝑹 =

P−1∑︁
𝑗=0, 𝑗≠𝑖

𝑐𝑜𝑛𝑐𝑎𝑡 (𝑨𝒊,𝒋) (3)

For LSC SpMMon𝑨𝒊
𝑳 , GPU 𝑃𝑖 can directly access all required

embeddings from its local memory 𝑩𝒊 . For RSC SpMM on

𝑨𝒊
𝑹 , GPU 𝑃𝑖 needs to fetch remote embeddings as they are

out of the range of local embeddings 𝑩𝒊 .

The computation of 𝑪𝒊 on 𝑃𝑖 is formulated as:

𝑪𝒊 = 𝑨𝒊
𝑳𝑩︸︷︷︸

LSC SpMM

+ 𝑨𝒊
𝑹𝑩︸︷︷︸

RSC SpMM

= 𝑨𝒊,𝒊𝑩𝒊 +
P−1∑︁

𝑗=0, 𝑗≠𝑖

𝑨𝒊,𝒋𝑩𝒋 (4)

where the computation consists of LSC SpMM and RSC
SpMM.

2.3 Communication on Multi-GPU
Platforms

For distributed SpMM on multi-GPU platforms, input and

output embeddings 𝑩 and 𝑪 are partitioned across GPUs.

Both fine-grained communication and coarse-grained com-

munication can be utilized to exchange embeddings between

GPUs.
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For fine-grained communication in distributed SpMM,

the granularity of a transferred message is a single remote

embedding. This approach leverages the distributed shared

memory paradigm [2–4, 44], where GPUs share a unified

memory space. It enables direct GPU-to-GPU data access

within CUDA kernels, eliminating CPU-side overhead. Each

worker (e.g., a thread warp) can independently fetch remote

embeddings on demand without CPU intervention, allow-

ing precise control of each embedding movement. There-

fore, fine-grained communication for distributed SpMM (e.g.,

MGG [38]) is sparsity-aware, where direct remote embedding

access can be utilized to exchange only necessary embed-

dings across GPUs based on the sparsity structure of 𝑨.
For coarse-grained communication, the granularity of a

transferred message is multiple remote embeddings. Follow-

ing the message passing paradigm, it enables GPU-to-GPU

data transfers in bulk but requires CPU-side orchestration

and synchronization. Compared to fine-grained communica-

tion, it introduces additional synchronization overhead and

lacks the flexibility of precise access for each remote embed-

ding within CUDA kernels. Some existing sparsity-unaware

distributed SpMMmethods [7, 9, 31, 33] apply coarse-grained

collective communication (e.g., broadcast, allreduce), without

considering the sparsity structure of 𝑨.

3 Communication Redundancy-free
Distributed SpMM

In this section, we first provide an in-depth analysis of the

communication redundancy of different communication strate-

gies in distributed SpMM. Then, we detail the algorithm of

our communication redundancy-free distributed SpMM.

3.1 Analysis of Communication
Redundancy

Following the basic distributed SpMM procedure illustrated

in Section 2.2, there are different communication methods

to load remote embeddings.

3.1.1 Coarse-grained Collective Communication. Existing
works like MGGCN [7] and CAGNET [33] utilize coarse-

grained collective communication for distributed SpMM. The

distributed SpMM is divided into P stages, where each GPU

takes turns broadcasting its local embeddings of densematrix

𝑩. For instance, when it is 𝑃𝑖 ’s turn, it needs to broadcast 𝑩𝒊 .

However, not all the broadcasted embeddings are necessary

for subsequent computing due to the sparsity of 𝑨. There-
fore, distributed SpMM based on coarse-grained collective

communication is sparse-unaware, causing redundant com-

munication for the embeddings of 𝑩. The communication

volume in the context of coarse-grained collective communi-

cation is represented as:

𝑉𝐶𝐺 =
4𝑛

P 𝑘 (P − 1)P = 4𝑛𝑘 (P − 1) (5)

where 𝑘 is the column width of 𝑩, and each GPU broadcasts

𝑛
P𝑘 elements of its whole local embeddings to other (P − 1)
GPUs in each stage, for a total of P stages.

3.1.2 Fine-grained communication. As discussed in Section

2.3, fine-grained communication in multi-GPU distributed

shared memory systems enables co-scheduling of computa-

tion and communication within CUDA kernels, where re-

mote embeddings are accessed on-demand during compu-

tation. This tight coupling between computation and com-

munication means that the RSC SpMM computation pattern

directly shapes the communication behavior. Consequently,

fine-grained communication for distributed SpMM is nat-

urally aware of the sparsity structure of 𝑨. In this section,

with fine-grained communication, we analyze its communi-

cation volume for RSC SpMM under row-wise and col-wise

computation pattern, respectively.

Row-wiseRSC SpMM.When performing row-wise SpMM

on RSC (e.g., MGG [38]), each worker processes a single

sparse row and fetches remote embeddings based on the

column indices of nonzeros within that row. However, this

approach leads to redundant communication since some re-

mote embeddings are repeatedly accessed. More specifically,

given an RSC, when multiple nonzeros in different rows

share the same column index, they require the same remote

embedding. However, since each worker operates indepen-

dently, these shared embeddings must be fetched repeatedly.

The resulting communication volume is:

𝑉𝐹𝑅 = 4𝐸𝑅𝑘 (6)

(b)col-wise RSC SpMM

(a)row-wise RSC SpMM
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Figure 2: Row-wise and col-wise RSC SpMM on𝑨0
𝑹 over

multi-GPU distributed shared memory.
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where 𝐸𝑅 is the total number of nonzeros from all theRSC of

𝑨. An example of row-wise RSC SpMM on 𝑨0
𝑹 is illustrated

in Figure 2 (a). Despite {c,e} both requiring the remote embed-

ding 𝑩1
1, two different workers have to access 𝑩1

1 separately.

It is a similar case for {d,f} and 𝑩0
3. This inability to reuse the

embeddings leads to four remote embedding loads for RSC
SpMM on 𝑨0

𝑹 .

Col-wise RSC SpMM. We observe that nonzeros in one

sparse column require the same remote embedding. This

characteristic presents a significant optimization opportu-

nity: fetching each remote embedding once and enabling its

reuse across nonzeros in the corresponding column. This

optimization eliminates redundant communication, which is

overlooked by existing approaches [7, 9, 26, 31, 33, 38].

The above opportunity aligns perfectly with the feature

of the col-wise SpMM,where eachworker reuses the buffered

embedding across a sparse column of nonzeros. Consequently,

col-wise RSC SpMM can fetch only necessary remote em-

beddings for the nonempty columns of RSC. The communi-

cation volume is:

𝑉𝐹𝐶 = 4𝑁𝑅𝑘 (7)

where 𝑁𝑅 is the total number of nonempty columns from all

the RSC of 𝑨. Figure 2 (b) demonstrates the col-wise RSC
SpMM on 𝑨0

𝑹 . 𝑩
1
1 and 𝑩0

3 are reused among the nonzeros in

the same columns by two workers, resulting in two remote

embedding loads, fewer than the row-wise RSC SpMM.

3.1.3 Comparison of Communication Volume and Commu-
nication Redundancy. Supposing that the RSC has no empty

columns, we have 𝑉𝐹𝐶 = 𝑉𝐶𝐺 since 𝑁𝑅 = 𝑛(P − 1). How-
ever, due to the sparsity of real-world matrices, many empty

columnsmay emerge inRSC after partitioning for distributed

SpMM as illustrated in Figure 2, where 𝑉𝐹𝐶 is less than 𝑉𝐶𝐺 .

𝑉𝐶𝐺 is thus the upper bound of 𝑉𝐹𝐶 . Assuming another ex-

treme scenario that each nonempty column in RSC contains

only one nonzero, with 𝐸𝑅 = 𝑁𝑅 , there is 𝑉𝐹𝑅 = 𝑉𝐹𝐶 . 𝑉𝐹𝐶 is

thus the lower bound of 𝑉𝐹𝑅 . Consequently, col-wise RSC
SpMM theoretically has the least communication volume:

𝑉𝐹𝐶 = 𝑂 (𝑉𝐶𝐺 ), 𝑉𝐹𝑅 = Ω(𝑉𝐹𝐶 ). (8)

For distributed SpMM, the column indices of nonempty

columns in RSC determine which remote embeddings are

necessary for SpMM on RSC. Therefore, the necessary com-

munication volume for these necessary embeddings is thus

defined as:

𝑉𝑅 = 4𝑁𝑅𝑘 (9)

where 𝑉𝑅 is the communication volume for the necessary

remote embeddings, and 𝑁𝑅 is the number of nonempty

columns in RSC. Obviously, we have 𝑉𝑅 = 𝑉𝐹𝐶 , where col-

wise RSC SpMM is thus communication redundancy-free.

We conduct empirical comparisons of the communication

volumes of these three communication patterns on 16 GPUs

Table 2: Communication volume (MB) and the ratio
of redundant communication of different communica-
tion patterns when SpMM is run on 16 GPUs (2 nodes,
8 GPUs per node).

Matrix 𝑉𝐶𝐺 𝑉𝐹𝑅 𝑉𝐹𝐶

CLJ 7320.49 (89%) 2481.61 (66%) 835.425(0%)
COK 5625.81 (69%) 12964.64 (87%) 1723.121(0%)
CYT 2078.05 (96%) 271.85 (66%) 92.75(0%)
CIT 5361.26 (95%) 858.12 (67%) 285.828(0%)
PRD 4484.31 (89%) 2714.10 (82%) 497.932(0%)
SLJ 8876.17 (91%) 2681.62 (69%) 822.492(0%)
SPK 2989.75 (81%) 1491.62 (61%) 575.964(0%)
SSO 4764.36 (83%) 2910.63 (72%) 818.91(0%)

(2 nodes, 8 GPUs per node) with a column width of 𝑘 = 32.

The results are presented in Table 2, where the details of these

real-world sparse matrices are listed in Table 5. The ratio of

redundant communication of each communication pattern

is also listed in parentheses. It is clear that 𝑉𝐹𝐶 consistently

has the minimal communication volumes, highlighting the

effectiveness of col-wise RSC SpMM in removing redundant

communication.

3.2 Algorithm of Communication
Redundancy-free Distributed SpMM

Based on the analysis in Section 3.1, we adopt col-wise SpMM

on RSC to avoid redundant communication for remote em-

beddings. From the perspective of a worker, Algorithm 1 de-

tails the communication redundancy-free distributed SpMM

on 𝑃𝑖 , where ℎ = 𝑛/P is the height of 𝑩𝒊 and 𝑪𝒊 .

For LSC SpMM, the worker is allocated a sparse row of

nonzeros in LSC (Line 3), whose row index also identifies the

target output embedding position 𝐶𝑟𝑜𝑤 in 𝑪𝒊 (Line 4). For

each nonzero element in the row, it retrieves the correspond-

ing local embedding from 𝑩𝒊 based on the local column index

𝐴𝑐𝑜𝑙 (Lines 6-7). To minimize global memory access over-

head, the algorithm maintains an intermediate buffer 𝐶𝑒𝑚𝑏

in the worker’s scratchpad memory to accumulate partial

results (Line 9). Once all nonzeros in the sparse row are pro-

cessed, the final aggregated result is written to 𝑪𝒊 [𝐶𝑟𝑜𝑤] [:]
(Line 11).

For RSC SpMM, the worker is allocated a sparse column

of nonzeros in RSC (Line 13-14). It then identifies the posi-

tion of the remote input embedding by (𝑡, 𝑝𝑜𝑠) (Line 15-16),
where 𝑝𝑜𝑠 indicates the embedding’s position in target GPU

𝑃𝑡 ’s 𝑩𝑡
. Notably, the remote embedding is fetched once and

buffered in the worker’s scratchpad memory without con-

suming global memory (Line 18), enabling its reuse across all
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Algorithm 1 Communication Redundancy-free Distributed

SpMM

1: function DistSpMM(LSC, RSC, 𝑩𝒊)

2: /*LSC SpMM*/

3: 𝐿𝑁𝑍 ← nonzeros in a row of LSC
4: 𝐶𝑟𝑜𝑤 ← the row index of 𝐿𝑁𝑍

5: for 𝑥 ∈ 𝐿𝑁𝑍 do
6: 𝐴𝑐𝑜𝑙 ← 𝑥 .𝑐𝑜𝑙𝐼𝑑𝑥%ℎ

7: 𝐵𝑒𝑚𝑏 ← 𝑩𝒊 [𝐴𝑐𝑜𝑙] [:]
8: /*Buffer the aggregated embedding in 𝐶𝑒𝑚𝑏*/

9: 𝐶𝑒𝑚𝑏 ← 𝐶𝑒𝑚𝑏 + 𝑥 .𝑣𝑎𝑙 ∗ 𝐵𝑒𝑚𝑏

10: end for
11: 𝑪𝒊 [𝐶𝑟𝑜𝑤] [:] ← 𝑪𝒊 [𝐶𝑟𝑜𝑤] [:] +𝐶𝑒𝑚𝑏

12: /*RSC SpMM*/

13: 𝑅𝑁𝑍 ← nonzeros in a column of RSC
14: 𝐴𝑐𝑜𝑙 ← the common column index of 𝑅𝑁𝑍

15: 𝑡 ← 𝐴𝑐𝑜𝑙/ℎ
16: 𝑝𝑜𝑠 ← 𝐴𝑐𝑜𝑙%ℎ

17: /*Buffer the remote embedding in 𝐵𝑒𝑚𝑏*/

18: 𝐵𝑒𝑚𝑏 ← 𝑩𝒕 [𝑝𝑜𝑠] [:]
19: for 𝑥 ∈ 𝑅𝑁𝑍 do
20: 𝐶𝑟𝑜𝑤 ← 𝑥 .𝑟𝑜𝑤𝐼𝑑𝑥

21: 𝑪𝒊 [𝐶𝑟𝑜𝑤] [:] ← 𝑪𝒊 [𝐶𝑟𝑜𝑤] [:] + 𝑥 .𝑣𝑎𝑙 ∗ 𝐵𝑒𝑚𝑏

22: end for
23: end function

nonzeros in the sparse column. For each nonzero, the algo-

rithm computes and directly accumulates the partial result

to the corresponding position in 𝑪𝒊 (Lines 19-22).

4 Link-aware Optimization Techniques
In this section, we first present the optimization opportuni-

ties for two issues caused by heterogeneous links, including

Issue #1: frequent communication over slow links, and Issue
#2: inefficient communication over proxy-based links. Subse-
quently, for Issue #1, we introduce communication fusion to

fuse the communication over slow links, thereby improving

communication efficiency. Lastly, for Issue #2, we propose
request-coalesced communication to further improve the

communication efficiency over proxy-based links.

4.1 Optimization Opportunities for
Heterogeneous Links

In this section, we analyze the performance issues caused by

heterogeneous interconnects and identify key optimization

opportunities. The experiments in this section to demon-

strate the performance issues are conducted on a typical

multi-node multi-GPU setting commonly found in modern

HPC, which has inter-node links of IB and intra-node links

of NVLink.

Table 3: Communication volumes (MB) over IB on a
2-node setting with 8 GPUs per node. 𝑉 𝐼𝐶𝐺 : coarse-
grained communication; 𝑉 𝐼𝐹𝑅 : row-wise SpMM; 𝑉 𝐼𝐹𝐶 :
column-wise SpMM; 𝑉 𝐼𝐶𝑜𝐿𝑎: CoLa with link-aware op-
timizations.

Matrix 𝑉 𝐼𝐶𝐺 𝑉 𝐼𝐹𝑅 𝑉 𝐼𝐹𝐶 𝑉 𝐼𝐶𝑜𝐿𝑎

CLJ 309.65 1078.84 421.88 164.75

COK 3904.26 5415.27 891.75 306.01

CYT 1108.29 124.03 46.86 25.77

CIT 2859.34 381.14 132.09 86.50

PRD 165.37 808.43 195.89 99.67

SLJ 2391.63 1580.39 436.14 194.61

SPK 129.43 618.48 281.52 109.98

SSO 894.95 1184.79 381.87 140.34

Issue #1: frequent communication over slow links. The
bandwidth gaps among heterogeneous links significantly

impact distributed SpMM performance, where frequent com-

munication over slow links degrades its performance. To

quantify this issue, we conduct experiments on a 2-node

setting (8 GPUs per node) with NVLink for intra-node and

IB for inter-node communication. We measure the communi-

cation volumes over IB (𝑉 𝐼 ) under different communication

strategies introduced in Section 3.1. They all demonstrate

massive IB communication volumes across all matrices. The

table also presents our optimized 𝑉 𝐼𝐶𝑜𝐿𝑎 . 𝑉 𝐼𝐶𝑜𝐿𝑎 achieves

the minimal IB communication volume, demonstrating the

effectiveness of our proposed optimization.

Opportunity #1. The above Issue #1 motivates us to

propose a communication optimization strategy considering

the communication topology. GPUs can be organized into

different workgroups based on the communication topology,

where intra-workgroup links are faster than inter-workgroup

links. This organization can be applied to common multi-

GPU settings with heterogeneous links. For multi-node plat-

forms with NVLink and IB, a node with multiple NVLink-

connected GPUs is a workgroup. For a single-node NUMA

platform with PCIe and QPI, each NUMA domain with mul-

tiple PCIe-connected GPUs is a workgroup.

Consider the basic distributed SpMM in Section 2.2, where

RSC SpMM on 𝑨𝒊
𝑹 is

∑P−1
𝑗=0, 𝑗≠𝑖 𝑨𝒊,𝒋𝑩𝒋 (Equation 4). When

GPUs 𝑃𝑖 and 𝑃𝑘 are in the same workgroup connected via

fast intra-workgroup link, while 𝑃 𝑗 is in a different work-

group connected to 𝑃𝑖 and 𝑃𝑘 through slow inter-workgroup

link, 𝑨𝒊,𝒋 and 𝑨𝒌,𝒋 assigned to 𝑃𝑖 and 𝑃𝑘 both require em-

beddings of 𝐵 𝑗 from 𝑃 𝑗 . This presents an opportunity for

communication fusion: instead of having 𝑃𝑖 and 𝑃𝑘 commu-

nicate repeatedly with 𝑃 𝑗 over the slow link, we can buffer 𝐵 𝑗

to 𝑃𝑖 through an inter-workgroup transfer, then allowing 𝑃𝑘
to access 𝑩𝒋 from 𝑃𝑖 via the fast intra-workgroup link. This
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Table 4: Latency (ms) for transferring various data sizes
(MB) using fine-grained (FG) and coarse-grained (CG)
communication over NVLink and IB.

Data size 0.25 0.5 1 2 4 8

FG-NVLink 17.13 18.10 19.93 25.55 29.01 41.46

CG-NVLink 19.00 23.48 26.50 25.69 32.30 44.31

FG-IB 3607.78 7477.82 15414.77 31248.01 63377.97 128245.72

CG-IB 64.47 79.67 104.81 160.20 274.22 495.09

insight leads to our communication fusion strategy detailed

in Section 4.2.

Issue #2: inefficient communication over proxy-based links.
To demonstrate this performance issue, we conduct profil-

ing experiments
2
by comparing the data transfer latencies

of fine-grained communication and coarse-grained commu-

nication over NVLink and proxy-based IB. The results are

presented in Table 4. While fine-grained communication

excels on NVLink, its performance severely degrades on

proxy-based IB due to proxy queue congestion caused by

frequent small messages.

Opportunity #2. Issue #2 naturally suggests to use coarse-
grained communication over proxy-based links for higher

bandwidth utilization. However, existing approaches using

naive coarse-grained collective communication [7, 9, 26, 31,

33] are sparsity-unaware, leading to redundant embedding

transfers as analyzed in Section 3.1.1. This dilemma moti-

vates our key idea: we can achieve both high bandwidth

utilization and minimal communication volume by coalesc-

ing the necessary remote embeddings into a bulk message

before communication. This approach not only maximizes

bandwidth utilization by avoiding proxy queue congestion

but also eliminates redundant communication by making

the coarse-grained communication sparsity-aware. Building

on this insight, we introduce request-coalesced communi-

cation in Section 4.3 to improve communication efficiency

over proxy-based links.

4.2 Communication Fusion over Slow Links
In this section, we introduce our communication fusion strat-

egy to reduce communication over slow links. As claimed

in Opportunity #1, GPUs can be grouped into different

workgroups based on the communication topology, where

intra-workgroup links are faster than inter-workgroup links.

Correspondingly, the distributed SpMM presented in Algo-

rithm 1 can be divided into multiple stages according to the

number of workgroups, each consisting of inter-workgroup
embedding distribution involving communication over slow

2
In this profiling, fine-grained communication is implemented with GPU-

side nvshmemx_float_get_warp where each warp transfers a 32-float em-

bedding. Coarse-grained communication is implemented with CPU-side

nvshmemx_float_get_on to transfer all data at once.

inter-workgroup links and intra-workgroup SpMM involving

communication over fast intra-workgroup links. Communi-

cation fusion is applied to inter-workgroup embedding distri-
bution to reduce communication over slow inter-workgroup

links.

4.2.1 Multi-stage Distributed SpMM. Given a multi-GPU

platformwith P GPUs, they are divided intoW workgroups,

where each workgroup contains G GPUs (i.e., P = WG).
On GPU 𝑃𝑖 , the computation of 𝑪𝒊 is divided intoW stages:

𝑪𝒊 =

W−1∑︁
𝑗=0

𝑪 𝒊,𝒋 =

W−1∑︁
𝑗=0

G−1∑︁
𝑘=0

𝑨𝒊,G𝒋+𝒌𝑩G𝒋+𝒌 (10)

where 𝑪 𝒊,𝒋
represents the partial results computed during

stage- 𝑗 , requiring remote embeddings from workgroup- 𝑗 .

4.2.2 Inter-workgroup Embedding Distribution. Communi-

cation fusion is achieved by leveraging local GPUs within a

workgroup to buffer remote embeddings from other work-

groups, avoiding different GPUs within a workgroup from

repeatedly communicating for the same embeddings from

another workgroup, thereby reducing slow inter-workgroup

communication. We name this buffering process as inter-
workgroup embedding distribution.
More specifically, before entering stage- 𝑗 SpMM in 𝑃𝑖 ,

stage- 𝑗 inter-workgroup embedding distribution distributes re-
mote embeddings from GPUs in workgroup- 𝑗 to GPUs in 𝑃𝑖 ’s

workgroup. The distribution follows a local-rank-matching

principle: each GPU buffers embeddings from its counter-

part GPU with the same local rank in a remote workgroup.

Consequently, all GPUs within 𝑃𝑖 ’s workgroup can access

remote embeddings required for stage- 𝑗 SpMM computation

through fast intra-workgroup links.

4.2.3 Intra-workgroup SpMM. Following stage- 𝑗 inter-workgroup
embedding distribution, the stage- 𝑗 SpMM on 𝑃𝑖 can then be

formulated as intra-workgroup SpMM:

𝑨𝒊,𝒋 = (𝑨𝒊,𝒋
𝑳 , 𝑨𝒊,𝒋

𝑹 ), 𝑨𝒊,𝒋
𝑳 = 𝑨𝒊,G𝒋+𝒊, 𝑨

𝒊,𝒋
𝑹 =

G−1∑︁
𝑘=0

𝑐𝑜𝑛𝑐𝑎𝑡 (𝑨𝒊,G𝒋+𝒌 )

(11)

𝑪 𝒊,𝒋 = 𝑨𝒊,𝒋
𝑳 𝑩︸︷︷︸

LSC SpMM

+ 𝑨𝒊,𝒋
𝑹 𝑩︸︷︷︸

RSC SpMM

= 𝑨𝒊,G𝒋+𝒊𝑩G𝒋+𝒊+
G−1∑︁

𝑘=0,𝑘≠𝑖

𝑨𝒊,G𝒋+𝒌𝑩G𝒋+𝒌

(12)

where 𝑨𝒊,𝒋
is the sparse data processed by 𝑃𝑖 in stage- 𝑗 .

𝑨𝒊,𝒋
𝑳 and 𝑨𝒊,𝒋

𝑹 are the local and remote sparse chunk pro-

cessed by 𝑃𝑖 in stage- 𝑗 , respectively. Notably, the communica-

tion redundancy-free Algorithm 1 can be directly applied to

𝑃𝑖 ’s stage- 𝑗 intra-workgroup SpMM, whose SpMM is divided

into LSC SpMM and RSC SpMM, and the communication

redundancy-free property is maintained.
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Algorithm 2 Request-coalesced Communication for inter-
workgroup embedding distribution

1: function CoalComm(𝑖, 𝑡, 𝑟𝑒𝑐𝑣𝐵𝑢𝑓 ) ⊲ 𝑖 is the

source GPU’s rank, 𝑡 and 𝑟𝑒𝑐𝑣𝐵𝑢𝑓 are the target GPU’s

rank and buffer address

2: 𝐶𝑜𝑙𝑠 ← ∅, 𝑠𝑒𝑛𝑑𝐵𝑢𝑓 ← ∅
3: /*Indices of necessary embeddings*/

4: for 𝑗 = 0 to G − 1 do
5: 𝑘 = 𝑗 + ⌊𝑡/G⌋ ∗ G
6: 𝑛𝑒𝐶𝑜𝑙𝑠 ← indices of nonempty columns in 𝑨𝒌,𝒕

7: 𝐶𝑜𝑙𝑠 ← 𝐶𝑜𝑙𝑠 ∪ 𝑛𝑒𝐶𝑜𝑙𝑠
8: end for
9: /*Coalesce embeddings based on 𝑐𝑜𝑙*/

10: for 𝑐𝑜𝑙 ∈ 𝐶𝑜𝑙𝑠 do
11: 𝐵𝑐𝑜𝑙 ← 𝑐𝑜𝑙%ℎ

12: 𝑠𝑒𝑛𝑑𝐵𝑢𝑓 .𝑎𝑝𝑝𝑒𝑛𝑑 (𝑩𝒊 [𝐵𝑐𝑜𝑙])
13: end for
14: Put(𝑠𝑒𝑛𝑑𝐵𝑢𝑓 , 𝑟𝑒𝑐𝑣𝐵𝑢𝑓 , 𝑡 )

15: end function

4.3 Request-coalesced Communication over
Proxy-based Links

In this section, we introduce the request-coalesced commu-

nication for the efficient embedding communication over

proxy-based links based on Opportunity #2.
For inter-workgroup embedding distribution (Section 4.2.2),

its communication needs to be optimized when the inter-

workgroup links are proxy-based (e.g., IB). With request-

coalesced communication, requested embeddings for inter-
workgroup embedding distribution are coalesced into a bulk

message before communication. It improves the communi-

cation throughput over proxy-based links through coarse-

grained communication, simultaneouslymaintaining sparsity-

awareness by coalescing the necessary remote embeddings.

Algorithm 2 details the request-coalesced communication.

For a given source-target GPU pair (𝑃𝑖 , 𝑃𝑡 ), the algorithm
begins by initializing empty sets 𝐶𝑜𝑙𝑠 and 𝑠𝑒𝑛𝑑𝐵𝑢𝑓 (Line 2).

𝐶𝑜𝑙𝑠 indicate the necessary embeddings in𝐵𝑖 required by 𝑃𝑡 ’s

workgroup for inter-workgroup embedding distribution, while
𝑠𝑒𝑛𝑑𝐵𝑢𝑓 is the buffer to store the coalesced embeddings in

𝑃𝑖 ’s local memory that are later sent to 𝑃𝑡 . It then collects

indices of necessary embeddings to 𝐶𝑜𝑙𝑠 by examining the

nonempty column indices of the sparse matrix chunk 𝑨𝒌,𝒕 ,

where 𝑘 ranges over the ranks of GPUs within 𝑃𝑡 ’s work-

group (Lines 4-8). Subsequently, for each collected index 𝑐𝑜𝑙

in𝐶𝑜𝑙𝑠 , it is first transformed to local embedding index in 𝑩𝒊

using 𝑐𝑜𝑙%ℎ, and the corresponding embedding in 𝑩𝒊 is then

appended to 𝑠𝑒𝑛𝑑𝐵𝑢𝑓 (Lines 10-13). Finally, the coalesced

embeddings are transferred to the target GPU 𝑃𝑡 ’s receiv-

ing buffer 𝑟𝑒𝑐𝑣𝐵𝑢𝑓 through a single bulk communication

operation (Line 14). This algorithm significantly improves

communication throughput for inter-workgroup embedding
distribution by coalescing the requested embeddings into a

single bulk transfer, while maintaining minimal communica-

tion volume by transferring only the necessary embeddings.

Notably, we use PUT initiated by 𝑃𝑖 rather than GET initiated

by 𝑃𝑡 as the GPU-to-GPU communication primitive, as the

coalescing of requested embeddings from 𝑩𝒊 can only be

achieved within the memory of the source GPU 𝑃𝑖 .

5 Implementation of CoLa
We present CoLa, a high-performance distributed SpMM

framework that integrates our three key optimization tech-

niques: communication redundancy-free algorithm, commu-

nication fusion, and request-coalesced communication. In

this section, we further introduce pipeline optimization and

community-aware graph reordering to improve the perfor-

mance of CoLa.

5.1 Pipeline Optimization
As introduced in Section 4.2, communication fusion divides

the complete distributed SpMM intoW stages, each con-

sisting of intra-workgroup SpMM and inter-workgroup em-
bedding distribution. This multi-stage structure presents an

opportunity for pipeline optimization, where the execution

of intra-workgroup SpMM and inter-workgroup embedding
distribution can be overlapped.

To avoid confusion, we distinguish between two terms:

"stage" refers to the logical decomposition of multi-stage

distributed SpMM described in Section 4.2 and Equations 12,

where the GPU 𝑃𝑖 ’s stage- 𝑗 SpMM on 𝐴𝑖, 𝑗
requires embed-

dings from workgroup- 𝑗 ; and "phase" refers to the pipeline

execution order according to our scheduling.

The pipeline employs a double-buffer mechanism, with

each GPU 𝑃𝑖 maintaining two buffers (𝑟𝑒𝑐𝑣𝐵𝑢𝑓 [𝑖] [0] and
𝑟𝑒𝑐𝑣𝐵𝑢𝑓 [𝑖] [1]): one for the current-phase intra-workgroup
SpMM and another for buffering remote embeddings for

the next-phase inter-workgroup embedding distribution. The
pipeline begins with phase-0 intra-workgroup SpMM using lo-

cally available embeddings, bypassing phase-0 inter-workgroup
embedding distribution while asynchronously performing

phase-1 inter-workgroup embedding distribution. Afterwards,
the phase- 𝑗 intra-workgroup SpMM is thus overlapped with

the phase- 𝑗 + 1 inter-workgroup embedding distribution.
Algorithm 3 details the pipeline scheduling. For GPU

𝑃𝑖 , it first sets 𝑟𝑒𝑐𝑣𝐵𝑢𝑓 [𝑖] [0] to local 𝑩𝒊 and 𝑟𝑒𝑐𝑣𝐵𝑢𝑓 [𝑖] [1]
to empty (Line 3). The main pipeline consists of W − 1

phases (Lines 4-12), each starting with a global synchroniza-

tion (Line 5) to ensure the availability of embeddings for

phase- 𝑗 intra-workgroup SpMM. 𝑔 = (⌊𝑖/G⌋ + 𝑗) modW
(Line 7) is to determine the sparse data 𝐴

𝑖,𝑔

𝐿
and 𝐴

𝑖,𝑔

𝑅
for
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Algorithm 3 Link-aware Distributed SpMM Pipeline

1: function LinkAwarePipeline(𝑖) ⊲ 𝑖 is GPU 𝑃𝑖 ’s rank

2: /*Initialize 𝑃𝑖 ’s 𝑟𝑒𝑐𝑣𝐵𝑢𝑓 with local 𝑩𝒊*/

3: 𝑟𝑒𝑐𝑣𝐵𝑢𝑓 [𝑖] [0] ← 𝑩𝒊 , 𝑟𝑒𝑐𝑣𝐵𝑢𝑓 [𝑖] [1] ← ∅
4: for 𝑗 = 0 toW − 2 do
5: GlobalSync()

6: /*Phase-j Intra-workgroup SpMM*/

7: 𝑔 = (⌊𝑖/G⌋ + 𝑗) modW
8: DistSpMM(𝑨𝒊,𝒈

𝑳 , 𝑨𝒊,𝒈
𝑹 , 𝑟𝑒𝑐𝑣𝐵𝑢𝑓 [𝑖] [ 𝑗%2])

9: /*Phase-j+1 Inter-workgroup embedding distribution*/
10: 𝑡 = (𝑖 − G ∗ ( 𝑗 + 1)) mod P
11: Async.CoalComm(𝑖, 𝑡, 𝑟𝑒𝑐𝑣𝐵𝑢𝑓 [𝑡] [( 𝑗 + 1)%2])
12: end for
13: GlobalSync()

14: 𝑔 = (⌊𝑖/G⌋ +W − 1) modW
15: DistSpMM(𝑨𝒊,𝒈

𝑳 , 𝑨𝒊,𝒈
𝑹 , 𝑟𝑒𝑐𝑣𝐵𝑢𝑓 [𝑖] [(W − 1)%2])

16: end function

𝑃𝑖 ’s phase- 𝑗 intra-workgroup SpMM. It then performs phase-

𝑗 intra-workgroup SpMM using Algorithm 1 (Line 8). Fol-

lowing this, according to the local-rank-matching principle

mentioned in Section 4.2, it calculates the target GPU rank

𝑡 = (𝑖 − G ∗ ( 𝑗 + 1)) mod P (Line 10) for phase- 𝑗 + 1 inter-
workgroup embedding distribution. Subsequently, it initiates
asynchronous request-coalesced communication (Line 11)

for phase- 𝑗 + 1 inter-workgroup embedding distribution. After
finishing the main pipeline, the pipeline concludes with a

final intra-workgroup SpMM phase (Lines 13-15).

5.2 Incorporation with Community-aware
Graph Reordering

Graph reordering techniques [13, 17, 20, 23, 24, 27] have

been widely used to accelerate graph applications. Since

communication in CoLa is aware of the sparsity pattern of

a sparse matrix, to further reduce communication volume,

we integrate community-aware graph reordering as a pre-

processing step to optimize the sparsity pattern of the input

sparse matrix (i.e., the adjacency matrix of a graph).

Community-aware graph reordering techniques, such as

Rabbit Reordering [6], can efficiently transform a graph’s ad-

jacency matrix into an approximate block-diagonal pattern

in highly parallel, requiring minimal time. Consequently,

the number of nonzeros in RSC is reduced, resulting in less

remote embedding access for nonempty columns. Simulta-

neously, nonzeros in LSC enjoy better data locality, thereby

improving the performance of LSC SpMM. Synergizing with

CoLa, the community-aware graph reordering is a default

preprocessing step.

Table 5: Datasets for evaluation. 𝑛 is the number of
rows, 𝑛𝑛𝑧 is the number of nonzeros. Density is 𝑛𝑛𝑧

𝑛2
.

Matrix Name 𝑛 𝑛𝑛𝑧 Density

com-LiveJournal(CLJ) 4.00M 69.36M 4.34𝑒−6

com-Orkut(COK) 3.07M 234.37M 2.48𝑒−5

com-Youtube(CYT) 1.13M 5.98M 4.64𝑒−6

ogbl-citation2(CIT) 2.93M 30.39M 3.54𝑒−6

ogbn-products(PRD) 2.45M 123.72M 2.06𝑒−5

soc-LiveJournal(SLJ) 4.85M 68.99M 2.94𝑒−6

soc-Pokec(SPK) 1.63M 30.62M 1.15𝑒−5

sx-stackoverflow(SSO) 2.60M 36.23M 5.35𝑒−6

5.3 Implementation Details
There are several multi-GPU distributed shared memory pro-

gramming supports, such as the Unified Memory (UM) [4],

and NVSHMEM [3], among which NVSHMEM is based on

the Partitioned Global Address Space (PGAS) model [44].

NVSHMEM offers both GPU-side fine-grained communica-

tion and CPU-side coarse-grained communication primitives.

For convenience, all the communication operations in CoLa

are implemented based on NVSHMEM. Its GPU-side fine-

grained communication primitives are used to implement

communication redundancy-free intra-workgroup SpMM. Its

CPU-side coarse-grained communication primitives are used

to implement request-coalesced communication for inter-
workgroup embedding distribution.

6 Experiment Evaluations
In this section, we evaluate the performance of CoLa, validate

the effectiveness of the proposed techniques, and demon-

strate CoLa’s performance in accelerating GNNs.

6.1 Experimental Setup
6.1.1 Datasets. We collect eight large-scale sparse matrices

from SuiteSparse [16] and OGB [21], whose corresponding

graphs have million-scale nodes, as listed in Table 5.

6.1.2 Experimental Platforms. We conduct experiments on

two platforms with different communication topologies:

• A800 platform:Amulti-node multi-GPU platform, where

each node has 8 NVLink-connected Nvidia A800 GPUs,

with different nodes connected with IB. Each A800 GPU

has 1381 GB/s global memory bandwidth and a compute

capability of 8.6. This platform serves as our main experi-

mental platform.

• V100 platform: A single-node multi-GPU platform con-

sists of 2 NUMA domains connected with QPI, with each

domain housing 4 Nvidia V100 GPUs linked with PCIe.

Each V100 GPU has 725 GB/s global memory bandwidth

and a compute capability of 7.0.
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Table 6: The comparison of CoLa to baselines on single-node multi-GPU settings.
A800-#nGPU 2 4 8

Methods CAG-SpMM MGGCN-SpMM MGG-SpMM CoLa CAG-SpMM MGGCN-SpMM MGG-SpMM CoLa CAG-SpMM MGGCN-SpMM MGG-SpMM CoLa

CLJ 27.44 (10.16×) 8.43 (3.12×) 19.30 (7.15×) 2.70 22.21 (12.10×) 5.29 (2.88×) 13.16 (7.17×) 1.84 17.69 (14.20×) 4.91 (3.94×) 9.00 (7.23×) 1.25

COK 52.81 (8.25×) 19.18 (3.00×) 46.43 (7.26×) 6.40 38.72 (8.41×) 10.50 (2.28×) 30.77 (6.68×) 4.60 21.75 (6.69×) 6.42 (1.97×) 21.74 (6.69×) 3.25

CYT 4.62 (9.69×) 1.58 (3.32×) 7.55 (15.83×) 0.48 3.43 (11.83×) 1.67 (5.74×) 8.14 (28.06×) 0.29 2.75 (13.47×) 2.78 (13.60×) 8.77 (42.97×) 0.20

CIT 13.41 (9.73×) 4.68 (3.40×) 9.02 (6.55×) 1.38 8.30 (9.46×) 3.41 (3.88×) 5.46 (6.22×) 0.88 6.80 (11.26×) 3.89 (6.45×) 3.08 (5.10×) 0.60

PRD 28.79 (9.73×) 10.76 (3.63×) 20.35 (6.87×) 2.96 18.14 (10.12×) 6.14 (3.42×) 12.90 (7.19×) 1.79 13.63 (11.49×) 4.37 (3.68×) 7.32 (6.17×) 1.19

SLJ 30.01 (10.70×) 8.98 (3.20×) 20.67 (7.37×) 2.81 24.17 (12.64×) 5.68 (2.97×) 11.69 (6.11×) 1.91 19.57 (14.42×) 5.64 (4.16×) 8.72 (6.42×) 1.36

SPK 11.97 (10.01×) 3.64 (3.05×) 9.10 (7.61×) 1.20 9.47 (10.05×) 2.58 (2.74×) 5.66 (6.01×) 0.94 6.92 (9.25×) 2.86 (3.82×) 3.70 (4.95×) 0.75

SSO 15.08 (9.23×) 4.68 (2.86×) 17.57 (10.75×) 1.63 11.89 (9.52×) 3.23 (2.59×) 14.04 (11.24×) 1.25 9.24 (9.33×) 3.58 (3.61×) 13.01 (13.12×) 0.99

Geo. spd 9.66× 3.19× 8.29× 1.00× 10.42× 3.18× 8.40× 1.00× 10.95× 4.41× 8.50× 1.00×

Table 7: The comparison of CoLa to baselines on multi-node multi-GPU settings.
A800-#nGPU 16 24 32

Methods CAG-SpMM MGGCN-SpMM MGG-SpMM CoLa CAG-SpMM MGGCN-SpMM MGG-SpMM CoLa CAG-SpMM MGGCN-SpMM MGG-SpMM CoLa

CLJ 23.06 (7.50×) 85.52 (27.84×) 715.59 (232.94×) 3.07 25.31 (7.18×) 96.38 (27.33×) 636.89 (180.63×) 3.53 29.64 (8.05×) 100.62 (27.34×) 940.76 (255.64×) 3.68

COK 25.77 (4.37×) 66.13 (11.22×) 12095.38 (2051.80×) 5.90 25.17 (3.45×) 75.23 (10.31×) 5357.47 (734.20×) 7.30 27.23 (3.46×) 78.81 (10.01×) 6317.69 (802.45×) 7.87

CYT 6.92 (11.19×) 23.57 (38.14×) 420.17 (679.89×) 0.62 9.15 (12.91×) 27.65 (38.99×) 96.13 (135.58×) 0.71 12.57 (14.68×) 30.20 (35.28×) 231.85 (270.85×) 0.86

CIT 17.16 (10.38×) 62.81 (38.02×) 803.36 (486.29×) 1.65 19.96 (10.67×) 70.47 (37.68×) 568.43 (303.97×) 1.87 20.66 (9.90×) 72.84 (34.89×) 636.57 (304.87×) 2.09

PRD 15.50 (7.93×) 52.32 (26.76×) 1042.96 (533.48×) 1.96 17.26 (5.74×) 60.37 (20.08×) 1798.72 (598.38×) 3.01 20.17 (7.36×) 62.40 (22.78×) 766.68 (279.91×) 2.74

SLJ 28.17 (7.45×) 103.09 (27.25×) 7588.86 (2006.04×) 3.78 32.72 (8.68×) 116.13 (30.80×) 734.60 (194.80×) 3.77 34.42 (6.88×) 122.25 (24.42×) 4252.88 (849.39×) 5.01

SPK 9.92 (4.80×) 34.09 (16.48×) 752.78 (364.01×) 2.07 12.14 (5.27×) 39.24 (17.02×) 637.61 (276.62×) 2.31 15.22 (6.19×) 42.07 (17.11×) 452.21 (183.90×) 2.46

SSO 14.43 (5.56×) 56.13 (21.62×) 1476.79 (568.87×) 2.60 17.30 (5.88×) 61.58 (20.93×) 746.64 (253.78×) 2.94 21.17 (6.76×) 66.78 (21.33×) 768.29 (245.46×) 3.13

Geo. spd 7.04× 24.20× 657.72× 1.00× 6.92× 23.44× 285.97× 1.00× 7.36× 22.61× 340.76× 1.00×

6.1.3 Baselines. We evaluate CoLa against state-of-the-art

open-source distributed SpMM from two categories:

• SUMMA-like methods: CAGNET [33] and MGGCN [7]

are based on coarse-grained collective communication as

discussed in Section 3.1.1. CAGNET implements a bunch

of SUMMA-like distributed SpMM algorithms, including

1D, 1.5D, and 2D, among which we choose the one with

the best performance for comparison. MGGCN, originally

designed for single-node multi-GPU settings, employs a

1D SUMMA algorithm with pipelined communication-

computation overlap. We have tried our best to extend

MGGCN to multi-node multi-GPU settings based on the

implementation details in their paper, in order to provide

a comprehensive comparison with CoLa.

• Fine-grained communication based:MGG [38] is based

on fine-grained communication adopting row-wise RSC
SpMM pattern as discussed in Section 3.1.2. Since MGG

is based on fine-grained communication and is sparsity-

aware, community-aware graph reordering is also applied

as a default preprocessing step in its comparison with

CoLa. As for the effectiveness of community-aware graph

reordering on different distributed SpMM methods, a de-

tailed analysis is provided in Section 6.5.

CAGNET, MGGCN, and MGG accelerate GNN over whole

graphs through optimized distributed SpMM kernels. We

separately extract their SpMM kernels for comparison as

CAG-SpMM, MGGCN-SpMM, and MGG-SpMM.

6.2 Overall Performance
To comprehensively evaluate the performance of CoLa across

different communication topologies, we conduct experiments

on the A800 platform with both single-node multi-GPU and

multi-node multi-GPU settings. Table 6 and Table 7 report

the distributed SpMM execution time of CoLa and baselines

on single-node multi-GPU settings and the multi-node multi-

GPU settings, respectively. The performance is reported as

a tuple of execution time (ms) and the speedup achieved by

CoLa. The geomean speedups of CoLa over baselines across

datasets are also listed.

6.2.1 Performance on Single-node Multi-GPU Settings. CoLa
shows remarkable speedups over baselines, consistently show-

ing great performance across all datasets. To further summa-

rize, with the number of GPUs from {2,4,8}, CoLa achieves

geomean speedups of 10.33×, 3.55×, and 8.39× over CAG-

SpMM, MGG-SpMM, and MGGCN-SpMM, respectively.

With all GPUs connected by NVLink on a single node, the

performance gap of baselines over CoLa stems from the re-

dundant communication. The deficiency of MGGCN-SpMM

and CAG-SpMM primarily comes from the communication

for unnecessary embeddings using coarse-grained collec-

tive communication. MGGCN-SpMM partially mitigates this

through pipeline optimization, therefore performing better

compared to other baselines. Despite MGG-SpMM’s use of

fine-grained communication to fetch only necessary remote

embeddings, some remote embeddings are fetched repeatedly

since its application of row-wise RSC SpMM. In contrast,

CoLa consistently outperforms baselines by eliminating re-

dundant communication using Algorithm 1.

6.2.2 Performance on Multi-node Multi-GPU Settings. CoLa
maintains its dominant performance on multi-node multi-

GPU settings. Overall, on configurations with 2-node (16

GPUs), 3-node (24 GPUs), and 4-node (32 GPUs), CoLa achieves
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geomean speedups of 7.10×, 23.41×, and 400.19× over CAG-
SpMM, MGG-SpMM, and MGGCN-SpMM, respectively.

On multi-node settings with heterogeneous links (faster

intra-node NVLink vs. slower inter-node IB), CoLa’s link-

aware optimization techniques provide significant advan-

tages. For the multi-node multi-GPU settings here, CoLa

treats each node’s 8 GPUs as a workgroup, achieving excep-

tional performance through its optimization of communica-

tion redundancy-free Intra-workgroup SpMM and link-aware

inter-workgroup embedding distribution. Despite being both-

ered by redundant communication, CAG-SpMM has the best

performance among baselines, since its 1.5D algorithm can re-

duce the communication over inter-node IB. MGGCN-SpMM,

without link-aware optimization, suffers from massive in-

efficient communication over inter-node IB. MGG-SpMM

performs the worst mainly due to its notorious application

of fine-grained communication over proxy-based IB, where

frequent small messages over IB are extremely inefficient,

and yet without optimizing the communication volume.

6.3 The Effectiveness of Proposed
Techniques

6.3.1 Ablation Studies. We validate the effectiveness of the

proposed techniques through ablation studies. With dis-

tributed SpMM scaled on 4 nodes with 32 A800 GPUs in total,

Table 8 compares the performance of the basic method (i.e.,

applying row-wise SpMM on RSC using fine-grained commu-

nication under static 1D partitioning like MGG [38]), RF (i.e.,

communication redundancy-free distributed SpMM in Sec-

tion 3.2 without link-aware optimization), RF+CF (i.e., RFwith
communication fusion introduced in Section 4.2), RF+CF+RC
(i.e., RF+CF with request-coalesced communication intro-

duced in Section 4.3), and RF+CF+RC+PP (i.e., RF+CF+RC with

pipeline optimization).

Table 8 shows that each proposed technique effectively

contributes to the performance improvement. RF largely

boosts the performance compared to basic, showing the

effectiveness of eliminating redundant communication for

remote embeddings. However, RF is still slowed down by

Table 8: The comparison of basic, RF, RF+CF, RF+CF+RC,
and RF+CF+RC+PP on 4-node with 32 A800 GPUs.

Methods basic RF RF+CF RF+CF+RC RF+CF+RC+PP

CLJ 940.76 484.45 19.67 5.48 3.68

COK 6317.69 721.51 16.32 11.07 7.87

CYT 231.85 40.24 5.66 1.20 0.86

CIT 636.57 154.09 14.15 2.88 2.09

PRD 766.68 280.43 12.28 3.91 2.74

SLJ 4252.88 476.86 23.84 6.32 5.01

SPK 452.21 236.66 8.19 3.79 2.46

SSO 768.29 361.71 12.87 4.82 3.13

Table 9: Performance of different methods on V100
platform with 2 QPI-connected NUMA domains, each
containing 4 PCIe-connected V100 GPUs.
Methods CAG-SpMM MGGCN-SpMM MGG-SpMM CoLa_w/o_LA CoLa

CLJ 68.01(4.85×) 109.32(7.80×) 96.58(6.89×) 27.86 (1.99×) 14.02

COK 61.73(1.86×) 48.34(1.46×) 446.25(13.47×) 59.60 (1.80×) 33.14

CYT 24.31(10.97×) 20.58(9.29×) 21.20(9.57×) 3.44 (1.55×) 2.22

CIT 48.60(7.42×) 44.87(6.85×) 37.25(5.69×) 10.31 (1.57×) 6.55

PRD 44.43(4.42×) 38.06(3.79×) 87.63(8.73×) 10.31 (1.03×) 10.04

SLJ 82.07(4.58×) 73.00(4.08×) 138.12(7.71×) 30.07 (1.68×) 17.91

SPK 27.53(2.87×) 25.65(2.68×) 51.53(5.38×) 18.66 (1.95×) 9.58

SSO 47.61(3.16×) 39.31(2.61×) 109.32(7.25×) 23.72 (1.57×) 15.08

Geo. spd 4.48× 4.09× 7.77× 1.61× 1.00×

its application of fine-grained communication over proxy-

based IB. RF+CF reduces the communication volume over

slow IB by communication fusion. RF+CF+RC further im-

proves communication efficiency compared to RF+CF by ap-

plying request-coalesced communication over proxy-based

IB. Lastly, RF+CF+RC+PP further boosts the performance by

applying pipeline optimization.

6.3.2 The Effectiveness of Link-aware Optimization on Differ-
ent Platforms. The effectiveness of link-aware optimization

on multi-node multi-GPU settings (i.e., A800 platform) is val-

idated in Section 6.3.1, where link-aware optimization is used

to improve communication efficiency over inter-node IB. We

further evaluate the effectiveness of link-aware optimiza-

tion on V100 platforms, where 2 NUMA domains are con-

nected with QPI, with each domain having 4 PCIe-connected

V100 GPUs. In this setting, CoLa’s link-aware optimization

treats 4 GPUs within a single NUMA domain as a work-

group. We use CoLa_w/o_LA to represent CoLa without

link-aware optimization. Table 9 presents the performance

of CoLa, CoLa_w/o_LA, and baselines. CoLa demonstrates

1.61× geomean speedup over CoLa_w/o_LA by optimizing

communication over inter-workgroup QPI. CoLa also main-

tains remarkable advantages over other baselines, validating

its generality of optimization techniques across different

GPU platforms.

6.4 Scalibility
6.4.1 Scalability with Increasing the Number of GPUs. Figure
3 presents the execution time of all methods with increasing

the number of GPUs from {1,2,4,8} within a single node. The

execution time of CoLa efficiently scales down as the number

of GPUs is increased across all datasets. This impressive scal-

ability validates CoLa’s superior communication efficiency

by eliminating redundant communication. It’s worth men-

tioning that only CoLa can successfully scale down from 1

GPU to 2 GPUs across all datasets, while others all degraded

due to redundant communication. CAG-SpMM and MGGCN-

SpMM under coarse-grained collective communication show

unpleasant scalability, where many fetched embeddings are
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Figure 3: Performance comparison of different methods with increasing GPUs on a single node. When there is one
GPU, we use Nvidia cuSPARSE [1] for all methods’ single-GPU SpMM.
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Figure 4: Performance comparison of different methods with increasing GPUs on multi-node multi-GPU settings.

unnecessary for computing. MGG-SpMM also shows poor

scalability, due to its excessive redundant communication by

loading remote embeddings repeatedly.

Figure 4 presents the execution time of all methods with

increasing the number of GPUs from {8,16,24,32} on multi-

node settings. As the inter-node IB (18 GB/s) is way slower

than intra-node NVLink (300 GB/s), all methods fail to scale

down the execution time. All baselines show poor scalability

onmulti-node settings, without link-aware optimization over

IB. CoLa still maintains the best performance among all

methods, being the best choice for scaling distributed SpMM

to more GPUs.
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Figure 5: The comparison of different methods with
decreasing 𝑘 from {128,64,32} on 8 GPUs.

6.4.2 Scalability with Decreasing the Embedding Dimension
𝑘 . Figure 5 presents the execution time of all methods with

decreasing 𝑘 from {128,64,32} on 8 GPUs. As 𝑘 decreases,

the execution time of all methods scales down as expected.

Notably, themore steep decline of execution time of amethod

along with 𝑘 , the more sensitive its performance is to 𝑘 .

Among all methods, CAG-SpMM is the most sensitive to 𝑘 ,

which is not good for its performance with even bigger 𝑘 .

6.5 The Effectiveness of Community-aware
Graph Reordering

To validate the impact of graph reordering, we use ’_r’ to de-

note methods with graph reordering, and ’_w/o_r’ to denote

methods without graph reordering. Table 10 demonstrates

the geomean speedups of CoLa_r and CoLa_w/o_r over base-

lines when SpMM is scaled with 8 A800 GPUs. This table

reveals that MGGCN and CAGNET do not benefit from graph

reordering. MGGCN-SpMM_r even shows much worse per-

formance since it relies on its node permutation preprocess-

ing to balance the workload across GPUs. The performance

of MGG is largely boosted by reordering, where CoLa_r

shows 12.03× speedups over MGG-SpMM_w/o_r and 8.50×
over MGG-SpMM_r. This is because sparsity-aware MGG-

SpMM_r enjoys fewer nonzeros in RSC after reordering,

thereby reducing communication according to Equation 6.

However, MGG-SpMM_r is still worse compared to CoLa

by repeatedly loading remote embeddings. Even without
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Table 10: The speedups of CoLa w/o and w/ reordering
over baselines on 8 A800 GPUs.

Geo. spd CAG-
SpMM_w/o_r

CAG-
SpMM_r

MGGCN-
SpMM_w/o_r

MGGCN-
SpMM_r

MGG-
SpMM_w/o_r

MGG-
SpMM_r

CoLa_w/o_r 4.76× 4.11× 1.92× 2.68× 5.23× 3.70×
CoLa_r 10.95× 9.46× 4.41× 6.16× 12.03× 8.50×

graph reordering, CoLa_w/o_r still outperforms all the base-

lines, which again validates the effectiveness of our proposed

techniques. Note that one-time reordering overhead is light-

weight and amortizable in iterative applications (e.g., GNNs).

More specifically, the reordering accounts for only an aver-

age of 2.66% of one epoch of GCN across datasets.

6.6 Application in GNNs
We name the GCN embedded with CoLa as CoLaGCN. We

evaluate CoLaGCN and baselines on a 5-layer GCN with an

input feature size of 16, an output feature size of 16, and

a hidden layer size of 32. Table 11 details the performance

comparison of CoLaGCN and baselines when scaled with

8 A800 GPUs. Geomean speedups are also listed in the ta-

ble, where CoLaGCN significantly outperforms baselines,

showing great applicability for GNN tasks.

Table 11: The GCN Performance on 8 A800 GPUs, re-
ported as the average time (s) of one GCN epoch.

Methods CAGNET MGGCN MGG CoLaGCN

CLJ 7.04(6.30×) 2.31(2.07×) 4.69(4.19×) 1.12

COK 9.87(6.40×) 3.18(2.06×) 10.74(6.97×) 1.54

CYT 7.69(39.44×) 1.52(7.79×) 4.43(22.71×) 0.20

CIT 3.26(6.45×) 1.75(3.46×) 1.68(3.32×) 0.51

PRD 5.51(8.30×) 2.07(3.12×) 3.79(5.72×) 0.66

SLJ 7.99(8.57×) 2.50(2.68×) 4.58(4.91×) 0.93

SPK 3.21(6.18×) 1.66(3.20×) 1.93(3.70×) 0.52

SSO 5.82(8.57×) 1.74(2.56×) 6.61(9.74×) 0.68

Geo. spd 8.88× 3.07× 6.22× 1.00×

7 Related Work
In this section, we first review existing distributed SpMM

optimization works. Then, we discuss local SpMM optimiza-

tions in non-distributed machines. Lastly, we discuss the

optimizations on distributed GNNs.

Distributed SpMM. Several existing works [9, 26, 31, 33]
devise a family of 1D, 1.5D, 2D, 3D distributed SpMM, and

their variants to reduce communication volume using coarse-

grained collective communication. MGGCN [7] and MGG

[38] accelerate GNNs’ embedding aggregation by optimiz-

ing distributed SpMM. MGGCN uses coarse-grained asyn-

chronous collective communication to achieve computation-

communication overlapping. In contrast, MGG proposes a

fine-grained communication pipeline on top of distributed

multi-GPU shared memory, causing massive redundant com-

munication from row-wise SpMM on RSC. CPU-based Two-

Face [10] employs a combination of coarse-grained collective

communication and fine-grained asynchronous communi-

cation. All these works neglect to discuss communication

redundancy and consider the bandwidth gaps among hetero-

geneous links, which cause inefficient communication.

Local SpMM Optimizations. Some [15, 17, 37, 41] accel-

erate SpMM by optimizing the workload imbalance among

different workers. Some [20, 43, 46] employ hybrid blocking

techniques to adaptively exploit the data locality of matrices.

Some [12, 29, 39] leverage the powerful tensor core units [14]

to accelerate SpMM in sparse DNNs [19] or GNNs. Others

[15, 45, 46] employ machine learning to navigate the SpMM

optimization strategies.

Distributed GNN. BothWholeGraph[42] and XGNN [32]

implement mini-batch GNN training over multi-GPU dis-

tributed shared memory by optimizing mini-batch sampling.

However, they do not accelerate the aggregation of embed-

dings with optimized distributed SpMM. DGL [36] relies on

Pytorch-Direct [30] to prepare embeddings from the CPU to

multiple GPUs, thus forming a data parallelism training. ROC

[22] employs Nvidia Legion [8] to manage data transfers.

DGCL [11] optimizes the communication planning problem

on multi-GPU platforms based on a cost model.

8 Conclusion
In this work, we introduced CoLa, a communication-efficient

distributed SpMM framework onmulti-GPU platforms. Based

on a comprehensive analysis of the different communication

volumes under varied communication strategies, we intro-

duced communication redundancy-free distributed SpMM.

It eliminates redundant communication by reusing remote

embeddings among nonzeros in the same sparse columns. To

improve communication efficiency over heterogeneous links,

we proposed link-aware optimization techniques, includ-

ing request-coalesced communication and communication

fusion. Request-coalesced communication is to improve com-

munication efficiency over proxy-based links, while com-

munication fusion is to reduce communication over slow

links. Pipeline optimizations and community-aware graph

reordering are also integrated into CoLa to further improve

the performance. Extensive experiments on various matrices

and GPU platforms have shown CoLa’s impressive perfor-

mance, scalability, and cross-platform generality over state-

of-the-art baselines.
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