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Abstract
Processing-using-DRAM (PUD) is a paradigm where the ana-
log operational properties of DRAM are used to perform
bulk logic operations. While PUD promises high throughput
at low energy and area cost, we uncover three limitations
of existing PUD approaches that lead to significant ineffi-
ciencies: (i) static data representation, i.e., two’s complement
with fixed bit-precision, leading to unnecessary computation
over useless (i.e., inconsequential) data; (ii) support for only
throughput-oriented execution, where the high latency of
individual PUD operations can only be hidden in the pres-
ence of bulk data-level parallelism; and (iii) high latency for
high-precision (e.g., 32-bit) operations.

To address these issues, we propose Proteus, the first hard-
ware framework that addresses the high execution latency of
bulk bitwise PUD operations by implementing a data-aware
runtime engine for PUD. Proteus reduces the latency of PUD
operations in three different ways: (i) Proteus dynamically
reduces the bit-precision (and thus the latency and energy
consumption) of PUD operations by exploiting narrow val-
ues (i.e., values with many leading zeros or ones); (ii) Pro-
teus concurrently executes independent in-DRAM primitives
belonging to a single PUD operation across multiple DRAM
arrays; (iii) Proteus chooses and uses themost appropriate data
representation and arithmetic algorithm implementation for
a given PUD instruction transparently to the programmer.
We compare Proteus to different state-of-the-art comput-

ing platforms (CPU, GPU, and the SIMDRAM PUD archi-
tecture) for twelve real-world applications. Even when us-
ing only a single DRAM bank, Proteus provides (i) 17×,
7.3×, and 10.2× higher performance per mm2; and (ii) 90.3×,
21×, and 8.1× lower energy consumption than CPU, GPU,
and SIMDRAM, respectively. We open-source Proteus at
https://github.com/CMU-SAFARI/Proteus.
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1 Introduction
Processing-in-memory (PIM) [1–12] aims to alleviate the
ever-growing cost of moving data between computing units
(e.g., CPU, GPU) and memory units (e.g., DRAM). In PIM
architectures, computation is done by adding logic near mem-
ory arrays, i.e., processing-near-memory (PNM) [13–98],
or by using the analog operational properties of the mem-
ory arrays, i.e., processing-using-memory (PUM) [66, 99–
139]). Prior works [66, 101–107, 110, 114–117, 119, 120, 126,
129, 130, 132, 133, 140, 141] show the potential and feasibil-
ity of processing-using-DRAM (PUD), by using DRAM cir-
cuitry to implement in-DRAM row copy [104, 110, 130, 142],
Boolean [101, 103, 107, 117], and arithmetic [103, 106, 119,
120, 131–133, 141, 143–149] operations. PUD systems often
employ a bulk bit-serial execution model [102], where each
Boolean primitive operates across entire DRAM rows, with
each row containing one bit from many input operands. The
predefined sequence of DRAM commands that implements
an operation are stored in a µProgram [143].

We uncover three shortcomings that significantly limit the
performance and efficiency of PUD architectures. First, they
employ a rigid and static data representation, which is
inefficient for bit-serial execution. Existing PUD engines typ-
ically employ a fixed bit-precision, statically-defined (com-
monly two’s complement) data representation for all PUD
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operations. This rigid and static data format introduces inef-
ficiencies in a bit-serial execution model, where bits of a data
word are individually and sequentially processed. Since many
applications store data in data representation formats that
exceed the necessary precision [150–159] (e.g., 8-bit values
stored in a 32-bit integer), a significant fraction of PUD com-
putation is wasted on processing inconsequential bits, such
as leading zeros or ones (e.g., sign-extension bits), causing
significant latency and energy overhead. Second, PUD archi-
tectures provide only a throughput-oriented execution
model with limited latency tolerance. PUD operations
are composed of bitwise (bit-serial) in-DRAM primitives (e.g.,
in-DRAM majority and NOT [101, 117]), making individual
PUD operations inherently slow due to the need to oper-
ate on each bit serially to perform an operation with a data
width larger than one. To compensate for this latency, PUD
architectures adopt a throughput-oriented execution model
that distributes large amounts of data across multiple DRAM
subarrays and DRAM banks. However, this approach is effec-
tive only when sufficient data-level parallelism is available
to amortize the high latency of bit-serial execution of an
individual PUD primitive. In scenarios where data-level par-
allelism is limited, this throughput-oriented execution model
fails to hide the latency of individual in-DRAM primitives,
potentially leading to performance degradation [141]. Third,
bit-serial PUD architectures face scalability challenges for
high-precision operations. PUD systems suffer from in-
creased latency as the bit-precision grows [143]. Due to their
bit-serial nature, the latencies of arithmetic PUD operations
scale linearly or quadratically with the bit-precision [143].

Our goal in this work is to overcome the three limitations
of PUD architectures that stem from the naive use of a bit-
serial execution model. To this end, we propose Proteus,1
an efficient data-aware runtime framework that dynami-
cally adjusts the bit-precision and, based on that, chooses and
uses the most appropriate data representation and arithmetic
algorithm implementation for a given PUD operation. Pro-
teus builds on three key ideas. To solve the first limitation
(i.e., rigid and static data representation), Proteus reduces
the bit-precision for PUD operations by leveraging narrow
values (i.e., values with many leading zeros or ones). As
several works observe [150–159], programmers often over-
provision the bit-precision used to store operands, using
large data types (e.g., a 32-bit or 64-bit integer) to store small
(i.e., narrow, e.g., 4-bit, 8-bit) values. Based on this observa-
tion, Proteus exploits dynamic narrow values to reduce the
bit-precision of a PUD operation to that of the best-fitting
number of bits, thereby avoiding costly in-DRAM operations

1Proteus is a shape-shifting, prophetic sea god from Greek mythology [160],
known for his ability to elude capture by changing forms. Our Proteus
changes the bit-precision of PUD operations to improve performance.

on inconsequential bits, which improves overall performance
and energy efficiency.

To solve the second limitation (i.e., throughput-oriented
execution with limited latency tolerance), Proteus parallelizes
the execution of independent in-DRAM primitives in a PUD
operation by leveraging DRAM’s internal organization com-
bined with bit-level parallelism. We make the key observation
that many in-DRAM primitives that compose a PUD opera-
tion (e.g., an in-DRAM addition) can be executed concurrently
across different bits of a data word. For example, executing an
𝑛-bit in-DRAM addition (i.e., {𝐴𝑛−1, . . . , 𝐴0}+{𝐵𝑛−1, . . . , 𝐵0})
in a bit-serial manner requires serially performing three
majority-of-three (MAJ3) operations per bit 𝑖 to compute
the 𝑠𝑢𝑚 and propagate the carry to bit 𝑖+1. However, only
one of these operations (i.e., the carry propagation from bit
𝑖 to bit 𝑖 + 1) truly requires serialization, while the other
two MAJ3 operations can be concurrently executed across
the 𝑛 bit positions of a data word. To exploit this obser-
vation, Proteus scatters the 𝑛 bits of a data word across
multiple DRAM subarrays (i.e., 𝑠𝑢𝑏𝑎𝑟𝑟𝑎𝑦0 ← {𝐴0, 𝐵0}, . . . ,
𝑠𝑢𝑏𝑎𝑟𝑟𝑎𝑦𝑛−1 ← {𝐴𝑛−1, 𝐵𝑛−1}) and employs subarray-level
parallelism (SALP) [161] to enable each subarray 𝑖 to concur-
rently execute the in-DRAM primitive associated with bit
𝑖 , thereby hiding the high latency of individual in-DRAM
primitives in a PUD operation over the many bits of the
target data word. To propagate intermediate data (e.g., carry
bits) across DRAM subarrays, Proteus leverages LISA [162], a
low-cost DRAM design that enables fast inter-subarray data
movement at DRAM row granularity.

To solve the third limitation (i.e., scalability challenges
for high-precision operations), Proteus exploits an alterna-
tive data representation for high-precision computation.
Concretely, we use the redundant binary representation
(RBR) [163–167] (where multiple-digit combinations repre-
sent the same value), for high-precision (e.g., 32-bit or 64-bit)
PUD computations. PUD execution can take advantage of
two properties of RBR-based arithmetic: (i) operations no
longer need to propagate carry bits through the full width
of the data (e.g., RBR-based addition limits carry propaga-
tion to at most two digits [168]), and (ii) operation latency is
independent of the bit-precision.
Based on these three key ideas, we design Proteus as a

three-component hardware runtime framework for high-
performance PUD computation that transparently (from the
user/programmer) selects, for a given PUD operation, the
(i) bit-precision, (ii) fastest arithmetic algorithm for latency-
or throughput-oriented PUD execution, and (iii) most effi-
cient data format (e.g., two’s complement or redundant bi-
nary [163–167]). First, we build a Parallelism-Aware µProgram
Library, consisting of hand-tuned algorithmic implementa-
tions of key arithmetic operations that take into account
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SALP [161] to implement PUD operations using (i) both bit-
serial and bit-parallel algorithms and (ii) both two’s comple-
ment and RBR data representation formats. The Parallelism-
Aware µProgram Library contains a collection of possible
implementations of PUD operations, each of which with dif-
ferent predetermined latency and energy requirements that
depend on a given bit-precision. The latency and energy each
µProgram consumes is stored within an easily-accessible
Pre-Loaded Cost Model Lookup Tables (LUTs) alongside the
µProgram in the Parallelism-Aware µProgram Library.
Second, we devise a new Dynamic Bit-Precision Engine

to identify the appropriate initial bit-precision for a given
PUD operation. We implement the Dynamic Bit-Precision
Engine by augmenting prior works’ Data Transposition
Unit [141, 143]. Before PUD execution, the Data Transpo-
sition Unit captures and transposes (from the standard hor-
izontal data layout to the PUD vertical data layout) cache
lines that are about to be evicted from the last-level cache
(LLC) to DRAM and belong to a PUD memory object, which
is previously-identified based on its memory address range.
During this process, our Dynamic Bit-Precision Engine scans
the content of the evicted cache line to identify the largest
value belonging to a PUD memory object. Third, when a
PUD operation is issued, the µProgram Select Unit probes
the Dynamic Bit-Precision Engine to identify the most suit-
able bit-precision for the PUD operation and, based on the
Pre-Loaded Cost Model LUTs within the µProgram Select Unit,
selects the best performing µProgram from the Parallelism-
Aware µProgram Library.
Key Results.We compare Proteus to different state-of-the-
art computing platforms (state-of-the-art CPU, GPU, and
SIMDRAM [143]). We comprehensively evaluate Proteus’
performance for twelve real-world applications [169–172].
Even when using only a single DRAM bank, Proteus provides
(i) 17×, 7.3×, and 10.2× higher performance per mm2; and
(ii) 90.3×, 21×, and 8.1× lower energy consumption than
CPU, GPU, and SIMDRAM, respectively, on average across
all twelve real-world applications. Proteus incurs low area
cost on top of a DRAM chip (1.6%) and CPU die (0.03%).

We make the following major contributions:
• We identify three major shortcomings of existing bit-serial
PUD architectures: (i) rigid and static data representation,
(ii) throughput-oriented execution model with limited la-
tency tolerance, and (iii) scalability challenges for high-
precision operations.
• We propose Proteus, a three-component data-aware hard-
ware runtime framework for high-performance PUD
computation that transparently (from the programmer),
for a given PUD operation, dynamically adjusts the bit-
precision, and based on that, chooses and uses the most
appropriate data representation (e.g., two’s complement

or RBR) and the most appropriate arithmetic algorithm
implementation for latency- or throughput-oriented PUD
execution.
• We extensively evaluate Proteus for twelve real-world ap-
plications, showing that Proteus outperforms a state-of-
the-art PUD framework (SIMDRAM), CPU, and GPUwhile
incurring low area cost to the system.
• We open-source Proteus at https://github.com/CMU-
SAFARI/Proteus. An extended version of this paper is avail-
able at [173].

2 Background
2.1 DRAM Organization & Operation
DRAM Organization. Fig. 1 shows the hierarchy of a
DRAM system. A DRAMmodule (Fig. 1a) has several (e.g., 8–
16) DRAM chips. A DRAM chip (Fig. 1b) has multiple banks
(e.g., 8–16). A DRAM bank (Fig. 1c) has (i) multiple (e.g.,
64–128) 2D arrays of DRAM cells known as DRAM subar-
rays [101, 102, 104, 161, 162, 174–198]; (ii) a global row de-
coder and a global address latch that select a row of cells
in a subarray through global wordlines; (iii) column select
logic (CSL) that selects portions (e.g., 64-bit) of the row; and
(iv) a set of global sense amplifiers (GSAs) [102, 105, 162,
182, 187, 193, 199, 200], also sometimes called the global row
buffer [120, 141, 161, 201–204], that transfers the selected
fraction of the data from the row through global bitlines.
Each subarray (Fig. 1d) contains (i) multiple rows (e.g., 512–
1024) and columns (e.g., 2–8 kB [199, 204, 205]) of DRAM
cells, (ii) a local row decoder that activates a local wordline,
and (iii) a local row buffer containing a row of sense am-
plifiers (SAs; 1 in Fig. 1d) to latch data from an activated
row. A DRAM cell ( 2 ) consists of an access capacitor, which
connects a transistor that stores the data value with a local
bitline shared by all cells in the same column. Modern DRAM
employs an open bitline architecture [206, 207], fitting only
enough SAs in one local row buffer to latch half a row ( 3 ).
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Figure 1: DRAM organization.

DRAM Operation. The memory controller issues three
commands to service a DRAM request. The first command,
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ACTIVATE (ACT), connects each DRAM cell in a row to its
local bitline, and the cell’s transistor shares its charge with
the bitline to shift the bitline voltage higher (or lower) if the
cell stores a ‘1’ (‘0’). The local row buffer amplifies the shifts
to CMOS-readable values (simultaneously restoring charge
to the DRAM cell). The latency from the start of activation
until charge restoration is called 𝑡𝑅𝐴𝑆 . The second command,
READ (RD), returns a cache line of data from the local row
buffer. The third command, PRECHARGE (PRE), disconnects
DRAM cells from the bitlines, and returns the bitlines to their
reference voltage. The precharge latency is called 𝑡𝑅𝑃 .

2.2 Processing-Using-DRAM
In-DRAM Row Copy. RowClone [104] enables copying
a row 𝐴 to a row 𝐵 in the same subarray by issuing two
consecutive ACTs to these two rows, followed by a PRE. This
command sequence is called AAP. LISA [162] enables the
execution of in-DRAM row copy operations across DRAM
rows in different subarrays by connecting local row buffers
of neighboring subarrays using isolation transistors.
In-DRAM Bitwise Operations. Ambit [101, 117] shows
that a simultaneous triple row activation (TRA) can perform
in-DRAM bitwise MAJ3/AND/OR operations. Ambit imple-
ments TRA using a custom row decoder, and introduces a
new command called AP that issues a TRA followed by a PRE.
Ambit also provides a mechanism to perform bitwise NOT
operations [101]. SIMDRAM [143] builds on top of Ambit
to implement and expose high-level in-DRAM operations
(µPrograms). A µProgram consists of a sequence of AAPs (row
copies) and APs that are generated offline, and exposed to the
programmer as new bbop (bulk-bitwise operation) instruc-
tions. To implement carry propagation, SIMDRAM employs
a vertical data layout, where all bits of a data word are stored
in a single DRAM column, and executes each bbop instruc-
tion bit-serially. Such an execution model allows SIMDRAM
to perform implicit bit-shift operations via in-DRAM row
copies. Across this paper, we use the following terminol-
ogy: (i) a PUD operation refers to the target computation
that DRAM executes (e.g., addition, row copy); (ii) an in-
DRAM/PUD primitive refers to the sequence of AAPs/APs in a
µProgram; and (iii) a PUD instruction refers to a bbop instruc-
tion that the user/compiler uses to trigger a PUD operation.

3 Motivation
Limitation 1: Static Data Representation. PUD architec-
tures naively utilize conventional data formats (e.g., two’s
complement) and fixed operand bit-precision (e.g., 32-bit inte-
gers) to implement bit-serial computation. However, because
bit-serial latency directly increases with bit-precision, these

architectures experience subpar performance since an appli-
cation’s data with small dynamic range (i.e., narrow values)
are often stored in large data formats [150–157] that waste
most of the bit-precision. Note that data values often become
narrow dynamically at runtime. Narrow values have been
exploited in many scenarios, e.g., cache compression [150–
152, 157, 158, 208–213], register files [153, 155, 214–219],
logic synthesis & circuit optimizations [220–224], neural net-
work quantization [225, 226], error tolerance [153, 227, 228].
Opportunity 1: Narrow Values for PUD Computation.
Narrow values can be exploited to reduce the bit-precision
of a PUD operation to that of the best-fitting number of bits,
thereby, improving overall performance. We quantify the re-
quired bit-precision in PUD-friendly real-world applications
in Fig. 2. We define as required bit-precision the minimum
number of bits required to represent the input operands of
the PUD operation. We collect the required bit-precision
dynamically in three main steps: we (i) instrument loops in
applications that can be auto-vectorized using LLVM’s loop
auto-vectorization pass [229–232] (since prior work [141]
shows that such loops are well-suited for PUD execution) to
output the data values such loops use (i.e., we collect the data
values of each array that is used as input/output of an auto-
vectorized arithmetic instruction across the auto-vectorized
loops), (ii) execute the application to completion, (iii) post-
process the output file containing the loop information data
to calculate the required bit-precision.
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Figure 2: Required bit-precision distribution for in-
put/output arrays of auto-vectorized instructions in
loops across 12 applications. The box represents the
25th to 75th percentiles, with whiskers extending to
the smallest/largest precision (with a diamond at the
largest precision and a bubble at the mean precision).

We make two observations. First, all our real-world ap-
plications display a significant amount of narrow values. In
such applications, the input bit-precision can be reduced
from the native 32-bit to 20-bit (min. of 8-bit, max. of 30-bit)
on average across all applications. By doing so, the perfor-
mance of the underlying PUD architecture can improve by
1.6×, in case the application utilizes linearly-scaling PUD
operations (such as addition [143]), or 2.6×, in case the appli-
cation utilizes quadratically-scaling PUD operations (such as
multiplication [143]). Second, the bit-precision significantly
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varies across data arrays within a given application. This
indicates the need for a mechanism that can dynamically
identify the target bit-precision for a given PUD operation
(similar to prior works that leverage narrow values for tasks
other than PUD [150–157, 214, 215, 233, 234]). As prior work
points out [154], static compiler analyses cannot identify the
bit-precision of dynamically allocated and initialized data ar-
rays.We investigated several prior compiler works [220, 235–
238] that perform bit-width identification. However, such
works are limited to identifying the bit-precision of stati-
cally-allocated variables.
Limitation 2: Throughput-Oriented Execution. Exist-
ing PUD architectures favor throughput-oriented execu-
tion as DRAM parallelism can partially hide the activa-
tion latency in a µProgram. To further improve throughput,
prior works [141, 143, 144] use bank-level parallelism (BLP)
to (i) distribute µPrograms across DRAM banks [143], or
(ii) parallelize data writing and PUD computation of different
µPrograms targeting different banks [144]. However, such
approaches cannot reduce the latency of a single µProgram.
Opportunity 2: DRAM Parallelism for Latency-
Oriented Execution. We make the key observation that
several primitives in a µProgram (i.e., AAP/AP primitives
that execute in-DRAM row copy or in-DRAM MAJ3/NOT
operations) can be executed concurrently, as they are
independent of one another. Fig. 3 shows this opportunity
for a two-bit addition. In conventional bit-serial execution
(Fig. 3a), all bits of the input arrays 𝐴 and 𝐵 are placed in
a single DRAM subarray. Because of that, all in-DRAM
primitives in a µProgram are serialized, enabling the execu-
tion of only a single bit-position at a time. In our example,
(i) DRAM cycles 1 – 3 execute MAJ3/NOT operations over
the least-significant bits (LSBs) of the input arrays 𝐴 and
𝐵, i.e., 𝐴0 and 𝐵0; and afterwards (ii) DRAM cycles 4 – 6
execute MAJ3/NOT operations over the most-significant bits
(MSBs) of the input arrays 𝐴 and 𝐵, i.e., 𝐴1 and 𝐵1. However,
the only inter-bit dependency in the µProgram is the carry
propagation ( i in Fig. 3a). In contrast, we can leverage
bit-level parallelism to concurrently execute bit-independent
in-DRAM primitives across multiple DRAM subarrays. In our
example, we can reduce the overall latency of the bit-serial
PUD addition operation by (i) distributing the individual bits
of data-elements from arrays𝐴 and 𝐵 across two DRAM sub-
arrays (i.e., 𝑠𝑢𝑏𝑎𝑟𝑟𝑎𝑦0 ← {𝐴0, 𝐵0}; 𝑠𝑢𝑏𝑎𝑟𝑟𝑎𝑦1 ← {𝐴1, 𝐵1}),
(ii) executing the required in-DRAM row copies (not shown)
and MAJ3/NOT operations for the LSBs (DRAM cycles
1 – 3 in Fig. 3b) and MSBs (DRAM cycles 2 – 4 in Fig. 3b)
concurrently, and (iii) serializing only the carry generated
from the LSBs to the MSBs of the input arrays ( ii in Fig. 3b).

Besides reducing the latency of bit-serial PUD operations,
carefully distributing individual bit positions across different
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Figure 3: Simplified bit-serial PUD addition of two in-
put arrays 𝐴 and 𝐵, each of which with two-bit data
elements using (a) one and (b) two DRAM subarrays.

DRAM subarrays enables the efficient realization of latency-
friendly bit-parallel PUD arithmetic operations. By mapping
each bit position of a data element to a distinct subarray, our
PUD substrate can concurrently perform bitwise operations
across all bits of the operand, thereby fully exploiting the
parallelism inherent to bit-parallel arithmetic algorithms.
Limitation 3: High-Precision Computation. PUD suf-
fers from high latency for high bit-precision operations. For
example, even when employing multiple (i.e., 16) parallel
DRAM banks, SIMDRAM’s throughput for 32-bit and 64-bit
division is 0.8× and 0.5× that of a 16-core CPU system [143].
This is because the latency of bit-serial multiplication and
division scales quadratically with the bit-precision.
Opportunity 3: Alternative Data Representation for
High-Precision Computation. The high latency associ-
ated with high-precision computation is an inherent prop-
erty of coupling the binary numeral system with bit-serial
computation. We investigate an alternative data representa-
tion, i.e. the redundant binary representation (RBR) [163–167],
for high-precision computation. RBR is a positional number
system where each bit-position 𝑖 , which encodes 2𝑖 , is repre-
sented by two bits that can take on a value 𝑣 ∈ {−1, 0, 1}, such
that the magnitude of bit-position 𝑖 is 𝑣 × 2𝑖 . PUD execution
can take advantage of two key properties of RBR-based arith-
metic: (i) the operations no longer need to propagate carry
bits through the full width of the data (e.g., RBR-based addi-
tion limits carry propagation to at most two places [168]), and
(ii) the operation latency is independent of the bit-precision.
Goal. Our goal in this work is to mitigate the three limita-
tions of PUD architectures that arise due to the naive use
of a bit-serial execution model. To do so, we aim to fully
exploit the opportunities that DRAM’s internal parallelism
and dynamic bit-precision can provide to reduce the latency
and energy of PUD operations. Concretely, we aim to enable
(i) adaptive data-representation formats (two’s complement
and RBR) for PUD operands and (ii) flexible execution of
different arithmetic algorithm implementations (bit-serial
and bit-parallel) for PUD instructions.
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4 Proteus Overview
Fig. 4 provides a high-level overview of Proteus’ frame-
work, its main components, and execution flow. Proteus is
composed of three main components: (i) Parallelism-Aware
µProgram Library, (ii) Dynamic Bit-Precision Engine, and
(iii) µProgram Select Unit. These components are imple-
mented in hardware inside the DRAM memory controller.
The Parallelism-Aware µProgram Library and µProgram Select
Unit are part of Proteus Control Unit.

4.1 Main Components of Proteus
Parallelism-Aware µProgram Library (§5.2). Proteus in-
corporates a Parallelism-Aware µProgram Library (a in Fig. 4)
that consists of (i) hand-optimized implementations of differ-
ent µPrograms for key PUD operations (each with different
performance and bit-precision trade-offs), and (ii) Cost Model
Logic. For each operation, we implement multiple µPrograms
(§5.2.2) that use different (i) bit-serial or bit-parallel algo-
rithms and (ii) data representation formats (i.e., two’s com-
plement or RBR). Each µProgram uses a novel data mapping
that enables the concurrent execution of multiple indepen-
dent primitives across bits (§5.2.1). The performance of each
µProgram depends on the bit-precision, and the Cost Model
Logic selects the best-performing µProgram for a given opera-
tion and target bit-precision. The Cost Model Logic comprises
of Pre-Loaded Cost Model LUTs, which list the most-suitable
µProgram for each bit-precision, and Select Logic to identify
the target LUT for a bbop instruction. We empirically mea-
sure the throughput and energy efficiency of µPrograms in
Parallelism-Aware µProgram Library while scaling the target
bit-precision to populate the Pre-Loaded Cost Model LUTs.
Dynamic Bit-Precision Engine (§5.3). Proteus’ Dynamic
Bit-Precision Engine ( b in Fig. 4) aims to identify the dynamic
range of memory objects associated with a PUD operation.
To do so, we dynamically identify (in hardware) the largest
input operand a PUD’s memory object stores. In state-of-the-
art PUD architectures [110, 131, 132, 143, 144], cache lines
belonging to a PUD’s memory object need to be transposed
from the traditional horizontal data layout to a vertical data
layout prior to the execution of a PUD operation. To effi-
ciently perform such data transformation, SIMDRAM [143]
implements a Data Transposition Unit, which hides the data
transposition latency by overlapping cache line evictions and
data layout transformation. The Data Transposition Unit con-
sists of an Object Tracker table (a small cache that keeps track
of memory objects that are used by PUD operations) and
Data Transposition Engines. The user/compiler informs the
Object Tracker of PUD’s memory objects using a specialized
instruction called bbop_trsp_init. Proteus leverages such a
Data Transposition Unit to dynamically identify in hardware

the largest value in a PUD’s memory object by adding: (i) a
new field in the Data Transposition Unit called maximum
value, which stores the largest value in a given memory ob-
ject; and (ii) a Dynamic Bit-Precision Engine, which scans the
data elements of evicted cache lines, identifies the largest
data value across all data elements and updates the stored
maximum value entry in the Data Transposition Unit.
µProgram Select Unit (§5.4). Proteus’ µProgram Select Unit
( c in Fig. 4) identifies the appropriate bit-precision for a PUD
operation based on the operation’s input data. The µProgram
Select Unit has of a (i) Bit-Precision Calculator Unit, which
evaluates the target bit-precision based on the input operands
of the PUD operation and their associated maximum values,
and (ii) buffers to store the selected µProgram.

4.2 Execution Flow
Proteus works in five main steps. In the first step ( 1 in Fig. 4),
the programmer/compiler utilizes specialized instructions
(i.e., bbop_trsp_init) to (i) register in theObject Tracker the
address, size, and initial bit-precision for each memory object
used as an input, output, or temporary operand in a PUD
operation; and (ii) execute a PUD operation over previously-
registered memory objects. When issuing an arithmetic bbop
instruction, the programmer/compiler indicates whether or
not dynamic bit-precision is enabled or disabled for that bbop
instruction. When dynamic bit-precision is disabled, Proteus’
Dynamic Bit-Precision Engine is turned off, and the µProgram
Select Unit utilizes the user-provided bit-precision for the
upcoming PUD operation related to the issued bbop instruc-
tion. In the second step, if the Dynamic Bit-Precision Engine
is enabled, it intercepts evicted cache lines belonging to pre-
viously registered memory objects ( 2 ) and identifies the
largest value stored in the cache line. If the identified value is
larger than the current maximum value stored in the Object
Tracker, the Dynamic Bit-Precision Engine updates the Object
Tracker with the up-to-date value ( 3 ). The second step is
repeated for all cache lines belonging to the memory objects
registered in the Object Tracker . As in SIMDRAM [143], our
system employs lazy allocation and maintains data coher-
ence for PUD memory objects through cache line flushing,
using the clflush instruction [239]. Thus, all memory ob-
jects initially reside within the CPU caches, and prior to
PUD execution, all cache lines belonging to a PUD opera-
tion are evicted to DRAM, which allows Proteus’ Dynamic
Bit-Precision Engine to access all data elements of a PUD op-
eration prior to computation. In the third step, the host CPU
dispatches the arithmetic bbop instruction ( 4 ) to Proteus’
Control Unit. In the fourth step, Proteus’ Control Unit re-
ceives the bbop instruction from the CPU and the maximum
values from the Dynamic Bit-Precision Engine ( 5 ), which
are used as inputs to the µProgram Select Unit. Based on
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this information, the Bit-Precision Calculator Unit computes
the target bit-precision and probes the Parallelism-Aware
µProgram Library ( 6 ), which returns the best-performing
µProgram and data format representation for the target PUD
operation and its associated bit-precision. In the fifth step,
the µProgram Select Unit dispatches the sequence of AAPs/APs
in the selected µProgram to DRAM ( 7 ). When the host CPU
reads back PUD memory objects (not shown in the figure),
Proteus (i) performs the necessary data format conversions
either from the reduced bit-precision to the user’s specified
bit-precision or from RBR to two’s complement (thus main-
taining system compatibility), and (ii) prepares the Dynamic
Bit-Precision Engine for future accesses by resetting the cur-
rent maximum data value stored in the Object Tracker .

5 Proteus Implementation
5.1 Subarray Organization
Performing Logic Primitives with Ambit. Proteus
reuses the subarray organization of Ambit [101] and SIM-
DRAM [143] (shown in Fig. 5) to enable logic primitive execu-
tion with only small subarray modifications. DRAM rows are
divided into three groups: (i) the Data group (D-group), con-
taining regular rows that store program data; (ii) the Control
group (C-group), containing two rows pre-initialized with
all-‘0’ and all-‘1’ values; and (ii) the Bitwise group (B-group),
containing six rows (called compute rows) to perform bitwise
operations. The B-group rows are all connected to a special
row decoder that can simultaneously activate three rows
when performing an AP and two when performing an AAP
( 1 in Fig. 5).
Inter-Subarray Data Copy with LISA. Proteus leverages
LISA-RISC [162], which dynamically connects adjacent sub-
arrays using isolation transistors, to propagate intermedi-
ate data across subarrays. LISA-RISC works in four steps:
(i) activate the source row in the source subarray (latency:
𝑡𝑅𝐴𝑆 ); (ii) use the LISA row buffer movement command (RBM,
2 in Fig. 5) to turn on isolation transistors, which copies
data from the source subarray’s local row buffer (LRB) to
the destination subarray’s LRB (latency: 𝑡𝑅𝐵𝑀 , 5 ns [162]);

(iii) activate the destination row, to save the contents of the
destination LRB into the destination row (latency: 𝑡𝑅𝐴𝑆 ); and
(iv) precharge the bank (latency: 𝑡𝑅𝑃 ). Due to DRAM’s open
bitline architecture [206, 207], each LRB stores half of the
row, so we must perform steps (ii)–(iv) twice to copy both
halves of the row.
Enabling Subarray-Level Parallelism with SALP. To en-
able the concurrent execution of bit-independent primitives
in a µProgram, Proteus leverages SALP [161]. SALP-MASA
(Multitude of Activated Subarrays) allows multiple subarrays
in a bank to be activated concurrently by (i) pushing the
global row-address latch to individual subarrays, (ii) adding
a designated-bit latch (D in Fig. 5) to each subarray to ensure
that only a single subarray’s row buffer is connected to the
global bitline, and (iii) routing a new global wire (called sub-
array select), controlled by a new DRAM command (SA_SEL,
3 in Fig. 5), allowing the memory controller to set/clear each
designated-bit latch.

5.2 Parallelism-Aware µProgram Library
5.2.1 One-Bit Per-Subarray (OBPS) Data Mapping. To re-
duce the latency of PUD operations (§3), Proteus employs a
specialized data mapping called one-bit per-subarray (OBPS).
Bit-serial PUD architectures can employ three data map-
pings, as Fig. 6 illustrates: (i) all-bits in one-subarray (ABOS),
(ii) all-bits per-subarray (ABPS), and (iii) OBPS. Assume an
example DRAM bank with four subarrays, a DRAM row size
of three and an input array 𝐴 with six two-bit data elements.
First, the ABOS data mapping stores all six two-bit data

elements in one DRAM subarray (Fig. 6a). This data mapping
limits the parallelism available for PUD execution to that of a
single DRAM subarray. In our example, the latency of execut-
ing a single PUD primitive over all data elements of the input
array 𝐴 is four PUD cycles (as shown in Fig. 6a).2 Second,
the ABPS data mapping distributes all bits of multiple sets
of the input array across multiple DRAM subarrays (Fig. 6b),

2We refer to a PUD cycle as the end-to-end latency required to execute a
single AAP/AP in-DRAM primitive.
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Figure 6: Three datamappings for bit-serial computing.

allowing a PUD primitive to execute concurrently on dif-
ferent portions of the input data stored in each subarray by
exploiting data-level parallelism. In our example, the latency
of executing a single PUD primitive over all data elements of
the input array 𝐴 while employing the ABPS data mapping
is two PUD cycles (as shown in Fig. 6b). This is because, al-
though execution across data elements can be parallelized by
distributing them across multiple DRAM subarrays, the PUD
system must still serialize the execution of PUD primitives
across different bit positions of each data element, since all
bits of a given data element are co-located within a single
DRAM subarray under ABPS. Third, the OBPS data mapping
distributes each of the𝑚 individual bits of a given data ele-
ment of the input array to𝑚 DRAM subarrays (Fig. 6c), i.e.,
𝑠𝑢𝑏𝑎𝑟𝑟𝑎𝑦0 ← {𝐴0}, . . . , 𝑠𝑢𝑏𝑎𝑟𝑟𝑎𝑦𝑚−1 ← {𝐴𝑚−1}, allowing
a PUD primitive to execute concurrently on different bits
of the input array stored in each subarray by exploiting bit-
level parallelism.3 In our example, the latency of executing
a single PUD primitive over all data elements of the input
array 𝐴 while employing the OBPS data mapping is only a
single PUD cycle ( as shown in Fig. 6c).

5.2.2 µProgram Library Implementation. Proteus leverages
the subarray organization in Fig. 5 and our OBPS data map-
ping (Fig. 6) to implement parallelism-aware µPrograms for
key arithmetic operations (e.g., addition, multiplication). We
implement three classes of algorithms for arithmetic PUD
computations: bit-serial, bit-parallel, and RBR-based algo-
rithms. In Proteus, each µProgram implementation (i) has an
3If the number of subarrays is smaller than the target bit-precision, OBPS
evenly distributes the bits of input operands across the available subarrays.

associated µProgram_addr , and (ii) is stored in a reserved
memory space in DRAM (i.e., µProgram Memory).
Bit-Serial Algorithms. We optimize µPrograms for bit-
serial arithmetic operations (i.e., addition, subtraction, di-
vision, and multiplication) by concurrently executing inde-
pendent AAPs/APs across different DRAM subarrays. Fig. 3b
illustrates such a process for addition using the OBPS data
mapping (the process is analogous for other arithmetic oper-
ations). Proteus implements a ripple-carry adder using ma-
jority gates in two main steps. First, Proteus utilizes SALP-
MASA to concurrently execute the appropriate row copies
and majority operations across 𝑁 different subarrays. Sec-
ond, Proteus utilizes LISA-RISC to pipeline the carry prop-
agation process ( ii in Fig. 3b) from 𝑠𝑢𝑏𝑎𝑟𝑟𝑎𝑦𝑖 (e.g., 𝐶0

𝑜𝑢𝑡 ) to
𝑠𝑢𝑏𝑎𝑟𝑟𝑎𝑦𝑖+1 (e.g., 𝐶1

𝑖𝑛). This process repeats for all 𝑁 bits in
the input operand. Proteus reduces the latency of executing
an 𝑁 -bit bit-serial addition from 8𝑁 + 1 AAP/AP cycles [143]
to 2𝑁 + 7 AAP/AP cycles + 2(𝑁 − 1) RBM cycles.
Bit-Parallel Algorithms.We implement bit-parallel vari-
ants of our µPrograms that leverage carry-lookahead logic to
decouple the calculation of the carry bits and arithmetic logic
(e.g., addition). Carry-lookahead logic can identify if any
arithmetic on a bit will generate a carry (e.g., both operands
bits are ‘1’ for an addition), or if it will propagate the carry
value (e.g., only one operand bit for an addition is a ‘1’). For
𝑁 -bit operands, this reduces time complexity compared to
ripple-carry logic from O(𝑁 ) to O(log𝑁 ), where 𝑁 is the
number of bits in the input operands. We implement several
carry-lookahead algorithms in Proteus, including the carry-
select [240], Kogge–Stone [241], Ladner–Fischer [242], and
Brent–Kung [243] adders, as building blocks to implement
subtraction, multiplication, and division. Fig. 7a shows an
example Proteus implementation of a Kogge–Stone adder.
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Figure 7: Proteus’ implementation of different adders.
Bits 𝐴𝑖 and 𝐵𝑖 are stored vertically in the same DRAM
bitline of subarray 𝑖 using the OBPS data mapping.

In the first step, Proteus performs 2𝑁+4 inter-subarray data
copies (using LISA-RISC) to copy the generate and propagate
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bits from 𝑠𝑢𝑏𝑎𝑟𝑟𝑎𝑦𝑖 to 𝑠𝑢𝑏𝑎𝑟𝑟𝑎𝑦𝑖+1. In the second step, Pro-
teus performs a series of Boolean operations (using AAPs/APs)
to compute the next generate and propagate bits in parallel
(using SALP-MASA) across all DRAM subarrays. These two
steps repeat for 𝑙𝑜𝑔(𝑁 ) iterations. The latency of executing
an 𝑁 -bit bit-parallel addition using Proteus is 3𝑙𝑜𝑔2𝑁 + 13
AAP/AP cycles + 2𝑁 + 4 RBM cycles. Even though the bit-
parallel algorithms have a lower time complexity than the bit-
serial algorithms, the former can require more inter-subarray
copies, i.e., 2𝑁+4 RBM cycles for bit-parallel algorithms versus
2(𝑁 − 1) RBM cycles for bit-serial algorithms.
RBR-Based Algorithms. Fig. 7b illustrates Proteus’ imple-
mentation of a two-bit RBR-based adder [244]. The adder
operates in three steps. First, each digit 𝑖 generates an in-
termediate value ℎ𝑖 , computed only from the corresponding
input digit 𝑖 . Second, the output value 𝑓𝑖 at digit 𝑖 is computed
as a function of both the current digit and the preceding in-
termediate value ℎ𝑖−1. Third, the 𝑠𝑢𝑚 at digit 𝑖 depends on
the current digit, ℎ𝑖−1, and 𝑓𝑖−1. To propagate intermediate
results between digits, Proteus uses RBM commands to trans-
fer the values of ℎ𝑖 and 𝑓𝑖 from 𝑠𝑢𝑏𝑎𝑟𝑟𝑎𝑦𝑖 to 𝑠𝑢𝑏𝑎𝑟𝑟𝑎𝑦𝑖+1.
The RBR-based addition executes with a constant latency
of 34 AAPs/APs cycles and 8 RBM cycles. Beyond addition,
Proteus reuses the same RBR-based adder design to support
additional arithmetic operations, including subtraction and
multiplication in the RBR format.

5.2.3 Cost Model Logic Implementation. Fig. 8 depicts the
hardware design of the Cost Model Logic. The Cost Model
Logic has two main components: (i) one LUT per PUD opera-
tion, and (ii) Select Logic. Each LUT row represents a different
bit-precision, and stores the index of the best-performing
µProgram in the library for that operation–precision combi-
nation. We empirically sized each LUT to contain 64 eight-bit
rows (i.e., supporting up to 64-bit computation, and indexing
up to 64 different µProgram implementations per PUD oper-
ation). The Cost Model Logic works in four main CPU cycles.
It receives as input the bit-precision (6 bits) and the bbop_op
opcode (4 bits) of the target PUD operation. In the first cycle,
the bit-precision indexes all the LUTs in parallel ( 1 in Fig. 8),
selecting the best-performing µProgram_id for the given bit-
precision for all implemented PUD operations ( 2 ). The Cost
Model Logic can quickly query the LUTs since they consist of
a few (i.e., 16) small (i.e., 64 B in size) SRAM arrays indexed
in parallel. In the second cycle, based on the 4-bit bbop_op
opcode, the Select Logic chooses the appropriate µProgram_id
( 3 ). In the third cycle, the µProgram_id is concatenated with
the bbop_op opcode to form the µProgram_addr ( 4 ). In the
fourth cycle, the µProgram_addr indexes and fetches the
best-performing µProgram from the µProgram Scratchpad
( 5 ). If the target µProgram is not loaded in the µProgram
Scratchpad, the Cost Model Logic fetches it from the µProgram

Memory (not shown). We estimate, using CACTI [245], that
the access latency and energy per access of the 64 B SRAM
array (used in our Cost Model Logic) is of 0.07 ns (i.e., less
than 1 CPU cycle) and 0.000 04 nJ.
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Figure 8: Proteus’ Cost Model Logic.

5.2.4 Pareto Analysis. We conduct a performance and en-
ergy Pareto analysis to populate the Pre-Loaded Cost Model
LUTs. We model each µProgram using an analytical cost
model that takes as input the target bit-precision, the num-
ber of elements used during computation, and the number
of DRAM subarrays available. The analytical cost model
outputs the throughput (in GOPs/s) and energy efficiency
(in throughput/Watt) for each µProgram in the Parallelism-
Aware µProgram Library. We highlight our analyses for two
main operations (i.e., addition and multiplication) since they
represent linearly and quadratically-scaling PUD operations,
respectively. The analyses for subtraction and division fol-
low similar observations. In our analyses, we evaluate a
SIMDRAM-like PUD architecture using the three data map-
ping schemes described in Fig. 6. We assume a DRAM bank
with 64 PUD-capable DRAM subarrays and a subarray with
65,536 columns. We vary the number of input elements
as multiples of the number of DRAM columns per subar-
ray (from 1 DRAM subarray with 64K input elements to 64
DRAM subarrays with 4M input elements).
Linearly-Scaling PUD Operations. Fig. 9 shows the
throughput (𝑦-axis; top) and energy efficiency (𝑦-axis; bot-
tom) of six µProgram implementations for a linearly-scaling
PUD operation (i.e., integer addition) for different bit-
precision values (𝑥-axis). Each subplot depicts the different
input data sizes we use in our analysis. For this analysis,
we implement the following addition algorithms: ripple-
carry adder (RCA), carry-select adder (CSA) [240], Brent-
Kung adder [243], Kogge–Stone adder [241], Ladner-Fischer
adder [242], using (i) both two’s complement and RBR data
format representations; and (ii) ABOS, ABPS, and OBPS data
mappings. Note that the bit-parallel adder can only be imple-
mented using the OBPS data mappings. We make two obser-
vations. First, in terms of throughput, the best-performing
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adder implementation varies depending on the target bit-
precision and number of input elements. The achievable
throughput ultimately depends on a combination of the num-
ber of AAPs/APs that can be concurrently executed across
DRAM subarrays and the number of inter-DRAM subar-
ray operations required to implement the adder. In general,
we empirically observe that as the input data size increases
(see subplots’ titles), the number of inter-DRAM subarray
operations also increases and eventually dominates the over-
all execution time. For small bit-precision and small input
size (i.e., bit-precision smaller than 8, and fewer than 256K
input elements), the bit-serial RCA using the OBPS data
mapping provides the highest throughput, while for large
bit-precision and small input size (i.e., bit-precision larger
than 8, and fewer than 256K input elements), the RBR adder
using the OBPS data mapping provides the highest through-
put. For large-enough input sizes (i.e., more than 1M input
elements), employing the ABPS data mapping leads to the
highest throughput, independent of the bit-precision. This
is because when more DRAM subarrays are involved in the
execution of the target PUD operation, the inter-subarray
data transfers dominate overall execution time in the OBPS
implementations. Second, in terms of energy efficiency, the
bit-serial implementation of RCA provides the best through-
put/Watt for ABOS, ABPS, and OBPS, independent of the
bit-precision and input size. This is because (i) the number of
AAPs/APs performed to execute RCA is the same independent
of the data mapping, and (ii) the energy the bit-parallel algo-
rithms consume is dominated by inter-subarray operations,
which is not present in bit-serial implementations.
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Figure 9: Pareto analysis for throughput (top) and en-
ergy efficiency (bottom) for PUD addition operations.
Dotted lines represent ABOS; dashed lines represent
ABPS; straight lines represent OBPS data mapping.

Quadratically-Scaling PUD Operations. Fig. 10 shows
the throughput (top) and energy efficiency (bottom) of
six µProgram implementations for a quadratically-scaling
PUD operation (i.e., integer multiplication). We implement

PUD multiplication operations as a triplet composed of
(i) the multiplication method (i.e., Booth’s multiplication
algorithm [246] or the divide-and-conquer Karatsuba [247]
multiplication); (ii) different methods for addition (i.e., bit-
serial RCA, bit-parallel Ladner-Fischer [242], and RBR-based
adder); and (iii) data mappings (i.e., ABOS, ABPS, and OBPS).
Note that PUD multiplication operations that use bit-parallel
and RBR-based adders can only be implemented using the
OBPS data mapping. We make two observations. First, in
terms of throughput, the best-performing multiplier imple-
mentation varies depending on the bit-precision and number
of input elements. For small bit-precision and small input
size (i.e., bit-precision smaller than 8, and fewer than 64K
input elements), Booth’s bit-serial multiplication with ABOS
data mapping provides the highest throughput, while for
medium bit-precision and small input size (i.e., bit-precision
from 8 to 16 and fewer than 64K input elements), Booth’s bit-
parallel multiplication with the OBPS data mapping provides
the highest throughput. For high bit-precision and small-to-
medium input size (i.e., bit-precision larger than 32 and fewer
than 256K input elements), RBR-based multiplication using
OBPS data mapping provides the highest throughput. For
large-enough input sizes (i.e., larger than 1M input elements),
employing Booth’s bit-serial RCA-based multiplication us-
ing ABPS data mapping leads to the highest throughput,
independent of the bit-precision. Second, in terms of energy
efficiency, Booth’s bit-serial RCA-based multiplication im-
plementation provides the best throughput/Watt for ABOS,
ABPS, and OBPS, independent of the bit-precision and input
size, since (i) the number of AAPs/APs required to execute
the addition step is the same regardless of the data mapping
and (ii) the energy of the bit-parallel-based algorithms is
dominated by the large number of inter-subarray operations.
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Figure 10: Pareto analysis for throughput (top)
and energy efficiency (bottom) for multiplication.
Straight lines represent the Booth’s multiplication
method [246]; dashed lines represent the Karat-
suba [247] multiplication method.
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5.2.5 Non-Arithmetic PUD Operations. We also equip Pro-
teus’ Parallelism-Aware µProgram Library with SIMDRAM’s
implementations of non-arithmetic PUD operations [143],
including (i) 𝑁 -bit logic operations (i.e., AND/OR/XOR of more
than two input bits), (ii) relational operations (i.e., equal-
ity/inequality check, greater than, maximum, minimum),
(iii) predication, and (iv) bitcount and ReLU [248].

5.3 Dynamic Bit-Precision Engine
The Dynamic Bit-Precision Engine comprises a simple recon-
figurable 𝑛-bit comparator and a finite state machine (FSM).
For each evicted cache line, the FSM probes theObject Tracker
and identifies if the incoming evicted cache line belongs to
a PUD’s memory object. If it does, the FSM executes four
operations. First, it reads the bit-precision value (specified by
the bbop_trsp_init instruction) and the current maximum
value stored in the Object Tracker for the given memory ob-
ject. Second, it uses the bit-precision value to configure the
𝑛-bit comparator. Third, it inputs to the 𝑛-bit comparator all
𝑛-bit values in the incoming cache line (one at a time) and the
current maximum value. Fourth, after all the 𝑛-bit values are
processed, if any value in the incoming cache line is larger
than the current maximum value, the FSM sends an update
signal to the Object Tracker alongside the new maximum
value. The energy cost of identifying the largest element in a
64 B cache line is 0.0016 nJ [249]. That represents an increase
in 0.084% in the energy of an LLC eviction [81, 250, 251],
which needs to happen prior to PUD execution regardless.

5.4 µProgram Select Unit
Calculating Bit-Precision. The µProgram Select Unit needs
to address two scenarios when calculating the bit-precision
for PUD operations: vector-to-vector PUD operations, and
vector-to-scalar reduction PUD operations. In vector-to-
vector , the target PUD operation implements a parallel map
operation, in which inputs and outputs are data vectors. For
such operations, the bit-precision can be computed a priori,
using the maximum values the Dynamic Bit-Precision Engine
provides, even in the presence of chains of PUD operations.
In such a case, the Bit-Precision Calculation Engine updates
the Object Tracker with the maximum possible output value
for each PUD in the chain. For example, assume a kernel that
executes D[i]=(A[i]+B[i])×C[i] as follows:
bbop_add(tmp, A, B, 8k, 8, 1); // tmp← A + B
bbop_mul(D, tmp, C, 8k, 8, 1); // D← tmp × C

Assume that the maximum value of A, B, and C are 3, 6,
and 2, respectively. In this case, the µProgram Select Unit
(i) computes the bit-precision for the addition operation as⌈
log2 (3 + 6)

⌉
= 4 𝑏𝑖𝑡𝑠; (ii) updates the Object Tracker entry

of tmp with the maximum value of the addition operation
(i.e., 9); (iii) computes the bit-precision for the multiplication

operation as
⌈
log2 (9 × 2)

⌉
= 5 𝑏𝑖𝑡𝑠 using an 𝑛-bit scalar ALU;

(iv) updates the Object Tracker entry of D with the maximum
value of the multiplication (i.e., 18).

In vector-to-scalar reduction, the PUD operation imple-
ments a parallel reduction operation, where the inputs are
vectors and the output is a scalar value. In this case, the
bit-precision cannot be computed with only the maximum
input operands without causing overprovisioning, since in a
reduction, each element contributes to the bit-precision of
the scalar output. Therefore, for vector-to-scalar reduction
PUD operations, the µProgram Select Unit needs to (i) fetch
from DRAM the row containing the carry-out bits produced
during partial steps4 of the PUD reduction; (ii) evaluate if a
partial step generated an overflow (i.e., check if any carry-
out bit is ‘1’); and (iii) increment the bit-precision for the
next partial step if overflow is detected.
Hardware Design. The µProgram Select Unit comprises of
simple hardware units: (i) an𝑛-bit ALU to compute the target
bit-precision, (ii) a Fetch Unit to generate load instructions
for carry re-evaluation, and (iii) a µProgram Buffer to store
the currently running µProgram.

6 Methodology
We implement Proteus using an in-house cycle-level sim-
ulator (which we open-source at [252]) and compare it
to a real multicore CPU (Intel Comet Lake [253]), a real
high-end GPU (NVIDIA A100 using CUDA and tensor
cores [254]), and a simulated state-of-the-art PUD frame-
work (SIMDRAM [143]). In our evaluations, the CPU code
uses AVX-512 instructions [255]. Our simulator is rigorously
validated against SIMDRAM [143] and MIMDRAM [141]’s
gem5 [256] implementation [257]. The simulator (i) is cycle-
level accurate with regard to DRAM commands and (ii) ac-
counts for the data movement cost of cache line eviction on
a per-cycle basis. Our simulation accounts for the additional
latency imposed by SALP [161] on ACT commands, i.e., the
extra circuitry required to support SALP incurs an extra la-
tency of 0.028 ns to an ACT [258], which is less than 0.11%
extra latency of an AAP. To verify the functional correctness
of our applications, our simulation infrastructure performs
functional verification over application’s data when perform-
ing PUD operations. We did not observe any difference from
the golden outputs. We open-source our simulation infras-
tructure at https://github.com/CMU-SAFARI/Proteus.
Table 1 shows the system parameters we use in our eval-

uations. To measure CPU energy consumption, we use
Intel RAPL [259]. We capture GPU kernel execution time
that excludes data initialization/transfer time. We use the
nvml API [260] to measure GPU energy consumption. We
4Proteus implements PUD reduction operations using reduction trees [141].
Thus, a partial step refers to a level of the reduction tree.

https://github.com/CMU-SAFARI/Proteus
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use CACTI 7.0 [245] to evaluate Proteus and SIMDRAM en-
ergy consumption, where we take into account that each
additional simultaneous row activation increases energy
consumption by 22% [101, 143]. We evaluate two SIM-
DRAM configurations: (i) SIMDRAM with SALP [161] and
static bit-precision (SIMDRAM-SP), and (ii) SIMDRAM with
SALP and Proteus’ Dynamic Bit-Precision Engine (SIMDRAM-
DP). In both configurations, the system implements only
the 16 µPrograms proposed in SIMDRAM (i.e., there is no
Parallelism-Aware µProgram Library enabled). We evaluate
four Proteus configurations: (i) Proteus LT-SP and (ii) Pro-
teus EN-SP, where Proteus selects the lowest latency (LT) and
lowest energy (EN) consuming µProgram, respectively, using
the statically profiled bit-precision from Fig. 2; (iii) Proteus
LT-DP and (iv) Proteus EN-DP, where Proteus executes the
lowest latency and lowest energy consuming µProgram with
dynamically chosen bit-precision. We use 64 subarrays in
only one DRAM bank for our PUD evaluations.

Table 1: Evaluated system configurations.

Intel
Comet Lake CPU [261]

(Real System)

x86 [239], 16 cores, 8-wide, out-of-order, 3.8 GHz;
L1 Data + Inst. Private Cache: 256 kB, 8-way, 64 B line;
L2 Private Cache: 2 MB, 4-way, 64 B line;
L3 Shared Cache: 16 MB, 16-way, 64 B line;
Main Memory: 64 GB DDR4-2133, 4 channels, 4 ranks

NVIDIA
A100 GPU [254]
(Real System)

7 nm technology node; 826 mm2 die area [254]; 6912 CUDA cores;
432 tensor cores, 108 streaming multiprocessors, 1.4 GHz base clock;
L2 Cache: 40 MB L2 Cache; Main Memory: 40 GB HBM2 [193, 262]

SIMDRAM [143]
& Proteus
(Simulated)

gem5-based in-house simulator [252, 257]; x86 [239];
1 out-of-order core @ 4 GHz (only for instruction offloading);
L1 Data + Inst. Cache: 32 kB, 8-way, 64 B line;
L2 Cache: 256 kB, 4-way, 64 B line;
Memory Controller: 8 kB row size, FR-FCFS [263, 264]
Main Memory: DDR5-5200 [265], 1 channel, 1 rank, 16 banks

Real-World Applications. We select twelve workloads
from four popular benchmark suites in our real-workload
analysis (as Table 2 describes). We manually modified each
workload to (i) identify loops that can benefit from PUD
computation, i.e., loops that are memory-bound and that
can leverage single-instruction multiple-data (SIMD) par-
allelism and (ii) use the appropriate bbop instructions. To
identify loops that can leverage SIMD parallelism, we use
the MIMDRAM compiler [257] for identification and gen-
eration of PUD instructions, which uses LLVM’s loop auto-
vectorization engine [229–232] as a profiling tool that out-
puts SIMD-safe loops in an application. We use the clang
compiler [229] to compile each application while enabling
the loop auto-vectorization engine and its loop vectoriza-
tion report (i.e., -O3 -Rpass-analysis=loop-vectorize
-Rpass=loop-vectorize). We observe that applications
with regular and wide data parallelism (e.g., applications
operating over large dense vectors) are better suited for
SIMD-based PUD systems. We select applications from vari-
ous domains, including linear algebra and stencil computing
(i.e., 2mm, 3mm, doitgen, fdtd-apml, gemm, gramschmidt

from Polybench [169]), machine learning (i.e., pca from
Phoenix [171], covariance from Polybench [169], kmeans
and backprop from Rodinia [172]), and image/video process-
ing (i.e., heartwall from Rodinia [172] and 525.x264_r from
SPEC 2017 [170]). Since our baseline PUD substrate (SIM-
DRAM) does not support floating-point, we manually modify
the selected floating-point-heavy PUD-friendly loops to op-
erate on fixed-point data arrays. We use the largest input
dataset available for each benchmark.

Table 2: Evaluated applications.

Benchmark
Suite

Application
(Short Name)

Peak GPU
Util. (%)

Total Mem.
Footprint (GB)

Bit-Precision
{min, max}

PUD
Instrs.†

Phoenix [171] pca (pca) – 1.91 {8, 8} D, S, M, R

Polybench
[169]

2mm (2mm) 98 4.77 {13, 25} M, R
3mm (3mm) 100 26.7 {12, 12} M, R

covariance (cov) 100 7.63 {23, 23} D, S, R
doitgen (dg) 92 33.08 {10, 11} M, C, R

fdtd-apml (fdtd) – 36.01 {11, 13} D, M, S, A
gemm (gmm) 98 22.89 {12, 24} M, R

gramschmidt (gs) 66 22.89 {12, 13} M, D, R
Rodinia
[172]

backprop (bp) – 22.50 {13, 13} M, R
heartwall (hw) 48 0.03 {17, 17} M, R
kmeans (km) 36 1.23 {17, 17} S, M, R

SPEC 2017
[170] 525.x264_r (x264) – 0.15 {1, 8} A, R

† D = division, S = subtraction, M = multiplication, A = addition, R = reduction, C = copy

7 Evaluation
7.1 Real-World Application Analysis
Performance. Fig. 11 shows the CPU, GPU, SIMDRAM,
and Proteus performance for twelve real-world applications.
As in prior works [103, 119, 120, 266, 267], we report area-
normalized results (i.e., performance per mm2) for a fair
comparison. We make four observations. First, Proteus signif-
icantly outperforms all three baseline systems. On average
across all twelve applications, Proteus LT-DP (Proteus EN-
DP) achieves 17× (11.2×), 7.3× (4.8×), and 10.2× (6.8×) the
performance per mm2 of the CPU, GPU, and SIMDRAM, re-
spectively. Second, we observe that equipping SIMDRAM
with Proteus’ Dynamic Bit-Precision Engine to leverage nar-
row values for PUD execution significantly improves over-
all performance. On average, SIMDRAM-DP provides 6.3×
the performance per mm2 of SIMDRAM-SP. Third, Proteus’
ability to adapt the µProgram depending on the target bit-
precision further improves overall performance by 1.6× that
of SIMDRAM-DP. Fourth, Proteus’ Dynamic Bit-Precision En-
gine further increases performance by 46%, over Proteus with
static bit-precision. This happens because for statically pro-
filed bit-precision, we must round the bit-precision up to
the nearest power-of-two, as high-level programming lan-
guages (e.g., C/C++) are inherently constrained by the two’s
complement data representation.
Energy. Fig. 12 shows the end-to-end energy reduction the
GPU, SIMDRAM, and Proteus provide compared to the base-
line CPU for twelve applications. We make four observations.
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Figure 11: CPU-normalized performance per mm2

for twelve real-world applications. Phoenix [171] and
SPEC2017 [170] do not provide GPU implementations
of pca and x264.

First, Proteus significantly reduces energy consumption com-
pared to all three baseline systems. On average across all
twelve applications, Proteus EN-DP (Proteus LT-DP) provides
90.3× (27×), 21× (6.3×), and 8.1× (2.5×) lower energy con-
sumption than CPU, GPU, and SIMDRAM-SP, respectively.
Second, enabling Proteus’ Dynamic Bit-Precision Engine and
Parallelism-Aware µProgram Library allows Proteus to reduce
energy consumption by an average of 8× and 1.02× com-
pared to PUD substrates with statically-defined bit-precision
(SIMDRAM-SP) and bit-serial only arithmetic (SIMDRAM-
DP), respectively. Third, compared to SIMDRAM-DP, Proteus
LT-DP increases energy consumption by 3.3×, on average.
This is because the highest performance implementation of
a PUD operation often leads to an increase in the number of
AAPs/APs required for PUD computing. In many cases, the
energy associated with inter-subarray data copies (employed
in RBR and bit-parallel algorithms) leads to an increase in
energy consumption. Fourth, the Dynamic Bit-Precision En-
gine further reduces Proteus’ energy consumption by 58%,
compared to Proteus with static bit-precision.
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Figure 12: End-to-end energy reduction compared to
the baseline CPU for twelve applications.

7.2 Proteus vs. Tensor Cores in GPUs
We compare the performance and energy efficiency of our
real-world applications that perform general matrix-matrix
multiplication (GEMM) operations while running on the ten-
sor cores in the NVIDIA A100 GPU and Proteus for narrow
data precision input operands (i.e. 4-bit and 8-bit integers).

To do so, we (i) identify the subset of our real-world applica-
tions that mainly perform GEMM operations and therefore
are suitable for the A100’s tensor core engines; and (ii) re-
implement such workloads using optimized instructions
(from NVIDIA’s CUTLASS [268]) to perform tensor GEMM
operations on the A100 GPU tensor cores. Re-implementing
the GPU workloads is necessary since GPU tensor core in-
structions are not automatically produced via the standard
CUDA code our workloads use and there is no reference im-
plementation available from the original benchmark suites
targeting tensor core GPUs. We employ A100’s all 432 tensor
cores during GPU execution.

Fig. 13 shows the tensor cores, SIMDRAM, and Proteus per-
formance per mm2 (Fig. 13, top) and energy efficiency (i.e.,
performance per Watt in Fig. 13, bottom) for three GEMM-
heavy real-world applications using 8-bit (int8) and 4-bit
(int4) data types. Values are normalized to those obtained
on real GPU tensor cores. We make two observations. First,
Proteus significantly improves performance per mm2 and en-
ergy efficiency compared to both tensor cores and SIMDRAM
across all applications and data types. On average across the
three applications, Proteus provides (i) 20×/43× and 8×/21×
the performance per mm2 and (ii) 484×/767× and 9.8×/25×
the performance per Watt of the tensor cores and SIMDRAM,
respectively, using int8/int4 data types. Proteus and SIM-
DRAM are capable of outperforming the tensor cores of the
A100 GPU for narrow data precisions since both the through-
put and the energy efficiency of bit-serial PUD architectures
increase quadratically for multiplication operations as the
bit-precision decreases [143]. Second, we observe that by
employing dynamic bit-precision and adaptive arithmetic
computation, Proteus further improves the performance and
energy gains that SIMDRAM provides compared to the A100
GPU’s tensor cores, even improving performance compared
to the tensor cores in cases where SIMDRAM fails to do so
(i.e., for gmm).
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Figure 13: Performance permm2 (top) and performance
per Watt (bottom) of GEMM-intensive real-world ap-
plications using int8 and int4, normalized to the same
metric measured on 432 NVIDIA A100 tensor cores.
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7.3 Area Analysis
DRAM Chip Area and Storage Overhead.We use CACTI
7.0 [245] to evaluate the area overhead of the primary com-
ponents in the Proteus design using a 22 nm technology
node. Proteus does not introduce any modifications to the
DRAM array circuitry other than those proposed by (i) Am-
bit, which has an area overhead of <1% in a commodity
DRAM chip [101]; (ii) LISA, which has an area overhead
of 0.6% in a commodity DRAM chip [162]; and (iii) SALP,
which has an area overhead of 0.15% in a commodity DRAM
chip [161]. We reserve less than 1 DRAM row (i.e., 6.25 kB
in an 8GB) to store our implemented µPrograms. In total,
we implement 50 µPrograms, each of which takes 128 B of
DRAM space.
CPU Area Overhead. We size the Parallelism-Aware
µProgram Library to contain: (i) 16 64 B LUTs, each LUT
holding a 8-bit µProgram_id); (ii) one 2 kB µProgram Scratch-
pad Memory. The size of the Parallelism-Aware µProgram
Library is enough to hold one LUT per SIMDRAM PUD
operations and address 28 different µProgram implementa-
tions. The size of the µProgram Scratchpad is large enough
to store the µPrograms for all 16 SIMDRAM operations. We
use a 128 B scratchpad for the Dynamic Bit-Precision En-
gine. Using CACTI, we estimate that the Proteus Control Unit
area is 0.03 mm2. Proteus’ Data Transposition Unit (one per
DRAM channel) uses an 8 kB fully-associative cache with a
128-bit cache line size for the Object Tracker, and two 4 kB
transposition buffers. Using CACTI, we estimate the Data
Transposition Unit area is 0.06 mm2. Considering the area
of the control and transposition units, Proteus has an area
overhead of only 0.03% compared to the die area of an Intel
Xeon E5-2697 v3 CPU [113].

8 Related Work
To our knowledge, Proteus is the first system that can trans-
parently execute PUD operations with the best bit-precision,
data representation, and algorithm arithmetic implementa-
tion. We highlight Proteus’ key contributions by contrasting
them with state-of-the-art PIM designs.
Processing-Using-DRAM. Prior works propose different
ways of implementing PUD operations [101, 103, 104, 106,
107, 110, 120, 127, 132, 133, 141, 143, 147, 269]. Such works
could benefit from Proteus’ dynamic bit-precision selection
and alternative data representation and algorithms, since
they all assume a static bit-precision and algorithmic imple-
mentation. AritPIM [270] provides a collection of bit-parallel
and bit-serial algorithms for PUM arithmetic. Compared to
AritPIM, Proteus (i) extends AritPIM’s set of bit-parallel al-
gorithms for PUD; (ii) evaluates different data mapping and
format representations that lead to further performance and

energy improvements; (iii) proposes a framework that can
dynamically adapt to the bit-precision of the operation.
Using Bit-Slicing Compilers & Early Termination for
PIM. Prior works [144, 271] propose bit-slicing compilers for
bit-serial PIM computation. In particular, CHOPPER [144]
improves SIMDRAM’s programming model by leveraging
bit-slicing compilers and employing optimizations to reduce
the latency of a µProgram. Compared to CHOPPER, Proteus
has two main advantages. First, Proteus improves µProgram
performance by leveraging the DRAM parallelism within a
single DRAM bank via SALP. Second, although bit-slicing
compilers can naturally adapt to different bit-precision val-
ues, they require the programmer to specify the target bit-
precision manually. In contrast, Proteus dynamically identi-
fies the most suitable bit-precision transparently from the
programmer. Some other prior works (e.g., [272, 273]) pro-
pose techniques to realize dynamic bit-precision-based PUM
operations for different memory technologies. Compared
to these, Proteus’ main novelty lies in realizing dynamic bit-
precision of bit-serial and bit-parallel operation in the context
of DRAM/majority-based PUD systems.

9 Conclusion
We introduce Proteus, a data-aware hardware runtime frame-
work that addresses the high execution latency of bulk bit-
wise PUD operations. To do so, Proteus dynamically adjusts
the bit-precision of PUD operations by exploiting narrow val-
ues, and, based on that, chooses and uses the most appropriate
data representation (i.e., two’s complement or redundant-
binary representation) and arithmetic algorithm implemen-
tation (i.e., bit-serial or bit-parallel) for PUD systems. We
demonstrate that Proteus provides large performance and
energy benefits over state-of-the-art CPU, GPU, and PUD
systems. The source code of Proteus is freely available at
https://github.com/CMU-SAFARI/Proteus.
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