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Abstract
We consider large-scale implicit solvers for the numerical

solution of partial differential equations (PDEs). The solvers

require the high-bandwith networks of an HPC system for

a fast time to solution. The increasing variability in perfor-

mance of the HPC systems, most likely caused by variable

communication latencies and network congestion, however,

makes the execution time of solver algorithms unpredictable

and hard to measure. In particular, the performance vari-

ability of the underlying system makes the reliable compari-

son of different algorithms and implementations difficult or

impossible on HPC. We propose the use of statistical meth-

ods relying on hidden Markov models (HMM) to separate

variable performance data into regimes corresponding to

different levels of system latency. This allows us to, for ex-

ample, identify and remove time periods when extremely

high system latencies throttle application performance and

distort performance measurements. We apply HMM to the

careful analysis of implicit conjugate gradient solvers for

finite-element discretized PDE, in particular comparing sev-

eral new communication hiding methods for matrix-free

operators of a PDE, which are critical for achieving peak per-

formance in state-of-the-art PDE solvers. The HMM analysis

allows us to overcome the strong performance variability

in the HPC system. Our performance results for a model

PDE problem discretized with 135 million degrees of free-

dom parallelized over 7168 cores of the Anvil supercomputer

demonstrate that the communication hiding techniques can

achieve up to a 10% speedup for thematrix-freematrix-vector

product.
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1 Introduction
High Performance Computing (HPC) systems key capabil-

ities are performant compute nodes combined with a per-

formant network that exhibits low latencies and high band-

widths. Many applications in computational science and engi-

neering rely on performant networks generally. Specifically

in the context of the present work, HPC systems are well

suited for the computational solution of large-scale implicit

algebraic systems arising from discretized partial differen-

tial equations (PDEs) [26, 37, 41, 46]. Network latency and

bandwidth are known to be critical for performance, because

implicit PDE solvers exhibit lower computation to commu-

nication ratios relative to, for instance, dense matrix-matrix

multiplication.

Compute nodes of HPC systems have been becoming in-

creasingly capable as core counts andmemory per node grow.

In turn, this can increase pressure on network resources,

and as a result the variability of network communication

times has been observed to increase over the past decade

[12, 27, 55]. Additionally, HPC systems are shared resources

with hundreds or thousands of concurrently running jobs.

This creates variability in the load on the network and possi-

ble communication contentions that occur sporadically and

unpredictably. The increase in variance of communication

times can diminish the performance of many applications to
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Figure 1: Top: Performance variability of MatVec tim-
ings across iterations of an implicit solve. Warmer col-
ors indicate slowdowns and can affect most or all pro-
cesses at one iteration, but isolated slowdowns on only
a few processes are observed as well. Bottom: Classi-
fication of three regimes employed on the timing se-
quences (shown in top plot).

a much larger extent than an increase in themean of commu-

nication times [12, 56]. The run-to-run variability has caused

concerns [32] about confidence in and reproducibility of the

reporting of performance results. In addition to network vari-

ability, dynamic performance variability can also be caused

by the hardware or software on a compute node through

various mechanisms (e.g., noise of the operating system and

throttling of processor cores [22, 50, 55]).

The first purpose of this work is to address performance

variability from the perspective of the application of implicit

PDE solvers. We propose statistical treatment of the variabil-

ity in high-frequency timers that instrument the algorithms

of our solvers. In postprocessing, we can detect and filter

timing measurements within our algorithms (in this case,

matrix-vector products) into distinct regimes. This allows

us to analyze the performance at different, realistic latency

loads, which yields improved metrics for comparing the par-

allel performance of different implementations. With these

statistical tools, the second purpose of this work is to devise

new communication-hiding strategies to deal with variable

and imbalanced communication latencies in performance-

critical matrix-vector products.

1.1 Challenges of performance variability
We illustrate the challenges how performance variability af-

fects the timing of iterations during an implicit solve, in this

example using a (preconditioned) conjugate gradient method.

The Krylov solver mainly consists of matrix–vector products

(performed matrix-free for optimal computational efficiency,

see Section 2) and vector–vector inner products. The com-

munication is point-to-point during the matrix–vector mul-

tiplication; one Allreduce is required for each inner product.

Since the algorithm is static, the sequence of computations

and communications is identical for all iterations. Therefore,

the expected time per iteration is expected to be constant up

to (small) amounts of noise.

The illustration in Figure 1 (top), however, shows a dras-

tically different picture. Outliers in iteration times appear

sporadically, with extreme variation in magnitude. At a given

time, they can be present on any number of ranks (from a

handful to almost all ranks) within one iteration, and some

ranks can be affected by milder slowdowns for many con-

secutive iterations. The variability across iterations is most

likely caused by the HPC system and other jobs competing

for resources, because of the static nature of the executed

application. This results in strong differences between mea-

sured execution times from run to run. Therefore, we are

facing significant challenges when the objective is to mea-

sure the performance of an application.

An ensemble study of many repetitions of the same numer-

ical experiment would likely—though it is not guaranteed—

converge to a summary statistic (e.g., median or mean run-

time). In the presence of strong and frequent performance

variability, this requires very large amounts of computa-

tional resources and energy usage, which would increase

along with variability. Moreover, it incurs a high cost on

developers and slows down progress.

1.2 Model problem
We consider the numerical solution of an elliptic PDE for

scalar-valued functions 𝑢 : R𝑑 → R, 𝑑 ∈ {1, 2, 3},

−∇ · (𝜅∇𝑢) = 𝑓 in Ω (1)

with appropriate boundary conditions on 𝜕Ω. The given

forcing function 𝑓 : R𝑑 → R is on the right-hand side. The

coefficient of the PDE (1) is a positive, spatially varying scalar

field𝜅 : R𝑑 → R+. The Poisson Equation (1) frequently needs
to be solved in the context of computational fluid dynamics,

for example, for Stokes systems [46, 48] and Navier–Stokes

systems [23, 25], therefore they serve as a benchmark for

performance of implicit solvers [26, 43].

We discretize the computational domain Ω using hexahe-

dral meshes that can be adaptively refined, where adaptive

mesh refinement is based on the parallel forest-of-octree

library p4est [16]. The PDE solutions in Equation (1) are dis-

cretized with continuous nodal finite elements of polynomial

orders 𝑘 ≥ 1 and the discretization is nonconforming where

the mesh is adaptively refined. Upon discretization, we need

to solve an algebraic system of equations

Au = f (2)

with a sparse, positive definite matrix A ∈ R𝑁×𝑁 , where the
entries in the vector u ∈ R𝑁 are coefficients of the finite

element basis functions.
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The number of degrees of freedom (DOF), 𝑁 , is typically

very large and (2) is very poorly conditioned. For an efficient

numerical solution, we employ preconditioned Krylov meth-

ods with multigrid as the preconditioner. Krylov methods

and our multigrid implementation [46] only require the ap-

plication of A to vectors, thus avoiding the construction and

storage of A [20]. The performance-critical subroutine of the

implicit solver becomes the matrix-free routine for apply-

ing the discretized PDE operator. This is referred to as the

MatVec. Latencies in point-to-point communication within

the MatVec often comprise the main bottleneck in parallel

numerical solutions of Equation (2) at large scales. To reduce

the cost of latency, we minimize the number of required

messages and hide the communication by overlapping it

with computations that are independent of communication.

One contribution of the present work is new techniques for

overlapping communication with computation during the

parallel application of MatVecs.

1.3 Current state
The impact of performance variability on a compute node is

confined to the job allocated on that node. This variability

may introduce synchronization related delays with other

compute nodes of the job that are not affected by any vari-

ability, but it does not directly impact the performance of

applications that do not communicate with the impacted

nodes. Performance interference primarily caused by com-

pute nodes have been discussed in [22, 33, 50, 59].

Shared networks pose further challenges in achieving con-

sistent run-to-run performance on large-scale HPC systems

when exclusive, system-wide allocations are not feasible. Net-

work interference between (independent) jobs is unlike the

performance variability of compute nodes, because it can be

greatly impacted by system behavior external to the job of

interest. Multiple independent job allocations can interfere

with each other through their shared network. Networks are

increasingly encountering performance variability as their

available bandwidth with respect to network injection rates

decreases. A focus shift from compute node performance

variability to the network is also observed in the literature

[12, 18, 27, 29, 30, 55, 60]. The growing disparity between net-

work traffic and communication latency and bandwidth leads

to increased chances of network contention and network per-

formance variability. In turn, the performance of applications

is greatly impacted by the variability [18, 21, 30, 56, 63].

A research direction related to performance variability of

applications is the monitoring of entire HPC systems [2, 52]

and data centers [31], from an operator perspective. The

goals in that body of research are extraction of features (i.e.,

telemetry data) and employing these in models for anomaly

detection and their diagnosis or classification. A number of

approaches for anomaly detection and diagnosis have been

proposed [5, 14, 15, 36, 42, 54, 55, 61] along with approaches

for benchmarking performance variability with synthetically

generated system noise [17, 56]. Detection and diagnosis typ-

ically requires processing large amounts of data collected

from the HPC system with the aim to improve the system

performance and user experience. A major challenge is that

processing needs to be in real time. The methods employed

to process the data can be time-series models with regres-

sion fitting [34, 40], statistical and machine learning methods

for unsupervised learning [1, 13, 31, 44, 62], and supervised

learning [4, 7, 39, 55]. While the cited literature addresses the

challenges arising from performance variability, especially

those caused by network congestion, from a system oper-

ation perspective, our work differs by taking the vantage

point of the application. In particular, our work takes the

perspective that we do not have access to data of the system.

In our application, we computationally solve finite-element

discretized PDEs based on fast and efficient parallel matrix-

free MatVec routines within the context of a Krylov solver.

Inside the MatVecs, overlapping the necessary point-to-point
communication of shared discretization nodes with compu-

tations on nonshared nodes is critical to attain performance

at large scales. Nonblocking scatter–gather algorithms for

communication are used in [24, 25, 53]. Scatter communi-

cates shared entries of the MatVec’s input vector among

neighboring processes, and gather communicates the contri-

butions from neighboring processes to the MatVec’s output
vector. It is more efficient to modify the communication to

gather-then-scatter if the input vector is always known to

contain consistent data on the shared entries [35]. In that

case, the communication phase of gather–scatter can be car-

ried out subsequently and can be overlapped with the entire

computation on nonshared discretization nodes.

The gather–scatter approach, however, can only be em-

ployed if the entire solver stack (including possible external

libraries) maintains the consistency of shared entries in input

vectors. If the assumption on input vectors is not possible,

two communication phases are required. The computations

on nonshared discretization nodes are then divided into two

phases, each of which is overlappedwith one of the communi-

cation phases. Existing finite element codes with two compu-

tation phases chose the computation volume to be equal for

both phases (i.e., splitting the communication-independent

computations in half) [6, 9, 38, 46].

In Section 2.4, we will propose two new methods for over-

lapping point-to-point communication within matrix-free

FEM operator apply routines. Our results in Section 4 specif-

ically compare the performance of matrix-vector products

within a (preconditioned) conjugate gradient routine. Our

research should not be confused with so-called pipelined

Krylov methods (e.g., [49]), which are designed to reduce the
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synchronization of global communication (e.g., Allreduce)

in Krylov iterations. In future work, we will investigate the

combination of our point-to-point communication-hiding

methods with pipelined Krylov methods to further improve

the performance of the Krylov solver.

2 Methods and Contributions
2.1 Summary of Contributions
Statistical treatment of performance variability. We

propose to use unsupervised learning with hidden Markov

models and Gaussian mixture models for highly variable

measurements of performance timings, which have a tempo-

ral dependence (see Section 2.2).

Measurement and analysis of detailed timing se-
quences across parallel processes. We instrument sub-

routines in our MatVec implementations (see Section 2.3) to

emit detailed timing sequences for individual parallel pro-

cesses (i.e., MPI ranks). We use our statistical tools to analyze

the sequences in postprocessing. We separate realistic com-

putation loads with variable communication latencies into

distinct regimes.

Improved communication hiding in MatVecs.We pro-

pose two new methods for overlapping point-to-point com-

munication with finite-element computations in MatVecs,
called dynamic 𝛼 and MPI test, which improve resilience to

performance variability (see Section 2.4). We compare the

performance to an established communication-hiding strat-

egy, called fixed 𝛼 . We are able to analyze the improvements

of the proposed methods more reliably with our proposed

statistical tools (see Section 4).

2.2 Statistical methods for variable
background latencies

This section describes the statistical methods we use to iden-

tify latencies in the timing data. The timing data of implicit

solver iterations 𝑘 , 0 ≤ 𝑘 < 𝑛it (with 𝑛it total iterations)

and MatVec subroutines within an iteration present a nat-

ural stochastic variability, because HPC systems are prone

to performance variability across interconnected processes

𝑝 , 0 ≤ 𝑝 < 𝑃 (with 𝑃 total processes) as introduced in Sec-

tion 1. The statistical models we propose cluster the timing

data 𝑇𝑝,𝑘 of each MatVec on process 0 ≤ 𝑝 < 𝑃 at iteration

0 ≤ 𝑘 < 𝑛it into subpopulations that are constitutive of an

overall population (entire dataset) without being given any

other information about the subpopulation identification.

In practice, the clustering methods we use are applica-

ble when multiple modes (i.e., maxima) are observed in the

probability distribution of the entire population. Each mode

represents the distribution maximum of a subpopulation. Fig-

ure 2 shows the probability density estimates of the median

MatVec times over all parallel processes in three numerical
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Figure 2: Probability density functions of median
MatVec times, med𝑘 (𝑇𝑝,𝑘 ), across processes 𝑝 for the
threemethods: Fixed alpha (black), dynamic alpha (red)
and MPI test (green). The square-root of probability
density functions is displayed to enhance the visual-
ization of small probability area.

experiments with several thousand iterations. Three modes

can be observed in each experiment’s distribution suggest-

ing the use of mixture models. The three methods, which

are introduced in Section 2.4, exhibit similar multimodality

suggesting the use of mixture models with three subpopu-

lations. Consequently, we propose the use of unsupervised

statistical mixture models that represent multimodal data

and characterize statistical properties of each subpopulation.

As latencies can exhibit correlation across iterations, we will

use Hidden Markov Models (HMM) [10, 11, 45] for which

the hidden variable describing the belonging to a subpopula-

tion is a Markov chain. In the following, we will refer to a

subpopulation as regime, and we will denote the number of

regimes by 𝑛reg.

Remark 1. Our clustering methods also apply directly to
the analysis of reduces time series 𝑇𝑘 of 𝑇𝑝,𝑘 computed across
processes. In that case, we consider the time series𝑇𝑘 to fall into
the special case 𝑃 = 1. In our numerical experiments, we will
consider the maximum reduction, 𝑇𝑘 = 𝑇max

𝑘
= max𝑝 (𝑇𝑝,𝑘 )

taken across all processes for each iteration 𝑘 .

Mixture models represent the probability distribution of

the entire population as a weighted sum of 𝑛reg probabil-

ity distributions 𝑔(𝑇 ) =
∑𝑛reg

𝑖=1
𝜔𝑖𝑔𝑖 (𝑇 ), where 𝑔𝑖 is repre-

sents the probability distribution of subpopulation/regime

𝑖 , 1 ≤ 𝑖 ≤ 𝑛reg. Often Gaussian distributions are used to

represent each subpopulation 𝑔𝑖 , or other parametric proba-

bility distributions can be used. In the following, we consider

Gaussian distributions to model each subpopulation/regime

𝑔𝑖 ∼ N(𝜇𝑖 , 𝜎2𝑖 ) with mean 𝜇𝑖 and standard deviation 𝜎𝑖 . The

weights𝜔𝑖 for each distribution represent the unknown prob-

ability of occurrence of a regime. In order to match the mix-

ture model parameters (weights 𝜔𝑖 , means 𝜇𝑖 , and standard

deviations 𝜎𝑖 ) to the data, these are estimated on the data

during a calibration procedure, which is performed using
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maximum likelihood [19]. In the case of HMM, the transi-

tion matrix Π ∈ R𝑛reg×𝑛reg between regimes is also estimated

during the calibration to data procedure. The resulting fit-

ted mixture provides a description of each subpopulation’s

probability distribution and a probability for each datapoint

to belong to each subpopulation. Typically, a datapoint is

assigned to the regime with the highest probability. After

the calibration (i.e., fit) of mixture models and HMM, the

most likely regimes for each datapoint are estimated via the

Viterbi algorithm [28, 58], which we employ hereafter. A

proper calibration typically leads to regimes with distinct

statistical properties pertaining to, but not limited to, their

mean and variance.

The treatment of MatVec timing sequences with HMM

faces the following three challenges. First, HMM has to be

employed on data from 𝑃 sequences that are recorded con-

currently, where 𝑃 is the (typically large) number of parallel

processes. Second, a large 𝑃 and a large count of iterations

make it numerically challenging to accomplish fitting with

maximum likelihood. Third, fitting needs to be robust to

modifications to numerical algorithms and their implemen-

tations to allow a fair comparison between different com-

putational techniques. We avoid fitting HMM on sequences

of all 𝑃 processes and provide a regime separation that is

consistent across processes as well as across methods. This

is achieved by subsampling a smaller number of represen-

tative processes and also subsampling the iterations used

for fitting. Algorithm 1 summarizes our approach for fitting

the MatVec timing sequences on parallel processes, and its

practical details are discussed in Section 3.1. We note that

HMM fitting for a reduced time series 𝑇𝑘 , as described in

Remark 1, is simpler than considering𝑇𝑝,𝑘 with all processes.

In particular, 𝑇𝑘 does not require subsampling and the first

two steps of Algorithm 1 are skipped.

Algorithm 1 Regime extraction with HMM & Viterbi

Input: MatVec timings 𝑇𝑝,𝑘 , 0 ≤ 𝑝 < 𝑃 , 0 ≤ 𝑘 < 𝑛it, of 𝑃

processes, 𝑛it iterations; number of regimes 𝑛reg

Psub ← select subset of processes representative for fitting

Isub ← select iterations of MatVec timings

𝜇𝑖 , 𝜎𝑖 ,Π ← fit HMM(𝑛reg) on data 𝑇𝑝,𝑘 , 𝑝 ∈ Psub, 𝑘 ∈ Isub
𝜌 (𝑇𝑝,𝑘 ) ← estimate regimes via Viterbi using 𝜇𝑖 , 𝜎𝑖 ,Π

⊲ for all 0 ≤ 𝑝 < 𝑃 , 0 ≤ 𝑘 < 𝑛it

When using HMM methods, one needs to select an appro-

priate number of regimes 𝑛reg (subpopulations). The number

of regimes is typically selected via quantitative indices such

as Akaike information criterion (AIC) / Bayesian information

criterion (BIC) [3] alongwith visual inspections. As discussed

above, Figure 2 supports the choice of three regimes for the

HMM to be fitted. Following this choice, the HMM is fitted on

the subsampled dataset using the R package hmmr [57]. Out-

come regimes of MatVec times are inspected in Section 3.1 to

visually assess the realism (e.g., separate statistical properties

in each regime) of the HMM fit.

2.3 Overview of the matrix-free FEM
algorithm

Let Ω𝑝 ⊆ Ω be the subdomain associated with the compu-

tational process 𝑝 . We partition the elements E on 𝑝 into

three groups, E1, E2, andM, E = E1∪E2∪M. The first two

groups, E1 and E2, are local elements that do not touch the

interprocess boundaries, andM are mirror elements that do
touch the interprocess boundaries. During the application

of a finite element operator A to a vector u, the computa-

tion on E1 is overlapped with the input communication of

degrees-of-freedom on elements inM that are not owned
by 𝑝 . Similarly, the computation on E2 is overlapped with

the output communication, which are contributions from

neighboring processes to elements onM owned by 𝑝 . The

general algorithm is presented in Algorithm 2 below.

Algorithm 2 Parallel MatVec

Start MPI receive: non-owned DOFs of u on 𝐸 ∈ M
MPI send contributions to owned DOFs on 𝜕Ω𝑃
Start MPI receive: owned DOFs on 𝜕Ω𝑃
for 𝐸 ∈ E1 (non-mirrors, 1

st
block) do

Compute contributions to Au = b on 𝐸

end for
FinishMPI receive: non-owned DOFs of u on 𝐸 ∈ M
for 𝐸 ∈ M (mirror elements) do

Compute contributions to Au = b on 𝐸

end for
Start MPI send: non-owned DOFs of u on 𝐸 ∈ M
for 𝐸 ∈ E2 (non-mirrors, 2

nd
block) do

Compute contributions to Au = b on 𝐸

end for
FinishMPI receive: owned DOFs of b on 𝜕Ω𝑃

The elements inM and E1 ∪ E2 are determined by the

parallel partition, which for the purpose of this work we

consider to be a black box. However, the subgroups E1 and E2
can be freely chosen for the implementation. In many finite

element implementations (e.g., in [38]), the elements in E1
and E2 are chosen to have equal size, thus |E1 | ≈ |E2 |. This
is a reasonable choice if one does not have any information

about the expected input and output latencies. Indeed, except

in extreme cases (e.g., process 𝑝 has no non-owned DOFs)

the balance of time spent waiting for input and output on a

particular process can be difficult to determine; it depends

on not only the relative number of owned and non-owned
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Figure 3: Top: MatVec algorithm with 𝛼 = 1

2
. The blue

computation blocks are divided evenly and only par-
tially overlap input and output communication. Bot-
tom: MatVec algorithm with dynamically adjusted 𝛼 .
The blue computation blocks are divided to exactly
overlap input and output communication.

DOFs on the process boundary, but also on the number of

communication partners and the parallel configuration.

2.4 Communication hiding methods
In this section, we consider several strategies for optimizing

the splitting E1 ∪ E2 on each parallel process, other than

the baseline strategy of |E1 | ≈ |E2 |, to optimize the overlap

of communication and computation during the MatVec. We

encode the splitting using a parameter 𝛼 , 0 ≤ 𝛼 ≤ 1, such

that |E1 | = ⌊𝛼 |E1 ∪ E2 |⌋ and |E2 | = ⌈(1 − 𝛼) |E1 ∪ E2 |⌉.
We emphasize that we aim to find an optimal splitting for

every process 𝑝 , so that each process 𝑝 will use a different

value of 𝛼 . The baseline strategy described in Section 2.3 sets

𝛼 = 1

2
for all processes; this strategy is depicted in Figure 3

(top). In the illustrated case, because the time to receive

input communication is significantly longer than it is for the

output, the even splitting is not optimal and the solver needs

towait to receive input (during the portion of communication

block 1 extending beyond computation block 1). The bottom

image rectifies this problem by choosing 𝛼 > 1

2
, so that

a greater portion of computation time is spent in the first

half. The splitting in Figure 3 (bottom) is optimal, since both

communication blocks are now hidden by computations. In

addition, output communication can only be sent after mirror

element computations are completed. Hence, although one

could further extend the first computation block and still

completely overlap the first communication block, doing so

would delay the whole MatVec by delaying the initiation of

output communication.

In practice, the optimal value of 𝛼 on a given process can

be influenced by many factors, including the topology of

the computing environment and the local mesh geometry,

making it difficult to determine the balance of input and out-

put communication a priori. In addition, altering the value

of 𝛼 on one process can affect the optimal value of 𝛼 on

other nearby processes, as observed communication laten-

cies are not independent. Therefore, we choose to take an

empirical approach, using a fixed-point routine for updating

𝛼 at runtime based on observed input and output waiting

times, 𝑇 in

𝑘
and 𝑇 out

𝑘
at iteration 𝑘 . In an MPI implementation,

the waiting times measure the duration of the call to the

MPI_Waitall function. The new algorithm has three param-

eters: the initial value for 𝛼 , 𝛼0, which we always take to be

1

2
, 𝜃 ∈ [0, 1], which determines the size of each increment or

decrement to 𝛼 , and a zero-latency threshold 0 < 𝜀 ≪ 1. The

algorithm is presented in Algorithm 3. We refer to the new

method as the dynamic 𝛼 technique, because 𝛼 is updated

throughout a computation based on an observed pattern of

latencies.

Algorithm 3 Update of splitting parameter

𝑟𝑘−1 = 𝛼𝑘−1

1−𝛼𝑘−1
if 𝑇 in

𝑘
> 𝜀 and 𝑇 out

𝑘
< 𝜀 then

𝑟𝑘 = 𝑟𝑘−1
𝑇 in

𝑘

𝜀

else if 𝑇 in

𝑘
< 𝜀 and 𝑇 out

𝑘
> 𝜀 then

𝛼𝑘 = 𝑟𝑘

1+𝑟𝑘
end if
𝛼𝑘 = 𝜃𝛼𝑘 + (1 − 𝜃 )𝛼𝑘−1

The idea of the algorithm is that, when 𝑇 in

𝑘
> 𝜀 is large

and 𝑇 out

𝑘
< 𝜀, then the latency of the output communication

block is already entirely hidden but the latency of the input

communication is not. Therefore, in that case we can improve

the overlap by shifting some elements from E2 to E1. This
is the scenario depicted in Figure 3 (bottom). Conversely,

when 𝑇 in

𝑘
< 𝜀 is small and 𝑇 out

𝑘
> 𝜀 is large, then we can

improve the overlap by shifting some elements from E1 to
E2. We shift the splitting variable indirectly by adjusting

𝑟𝑘 = 𝛼𝑘−1

1−𝛼𝑘−1 =
| E1 |

| E1 |+| E2 | , which is the percentage of the total

number of local elements in E1. Then, we apply damping

using the factor 𝜃 to avoid too rapid oscillations of 𝛼 , because

our goal is to improve the MatVec performance on themodal
communication pattern.

When either of the conditions

𝑇 in

𝑘
> 𝜀 and 𝑇 out

𝑘
< 𝜀

𝑇 in

𝑘
< 𝜀 and 𝑇 out

𝑘
> 𝜀

is satisfied, we refer to 𝑇 in

𝑘
or 𝑇 out

𝑘
as excess waiting time.

The zero latency threshold, 𝜀, is chosen empirically so that

it is a fraction of the overall computation time available

to cover the communication. The size of the shift depends

on the magnitude of the input and output communication;

if the communication times are larger (smaller) then the

adjustment becomes larger (smaller). In other cases, when
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there is no excess waiting time, we do not change 𝛼 because

the communication is already completely overlapped with

computation or the communication time is too large to be

hidden.

In Section 4, we compare the performance of MatVec op-
erations computed using the dynamic 𝛼 method and the

baseline fixed 𝛼 method. Note that the fixed 𝛼 method is

the current state of the art, as far as the authors are aware

(see the discussion at the end of Section 1.3). We also in-

troduce a third method, MPI test, which uses the function

MPI_Test_all to check for the completion of the input com-

munication. When the input communication is complete, the

computation on the mirror elements is immediately started.

In Figure 5, we show the evolution of the splitting param-

eter (bottom image) for the three different methods over

the course of 8,192 MatVec operations during a single run

of the CG algorithm, presented in Section 4. The splitting

parameter we record for the MPI test method is the location

where the first element loop was terminated. The value of 𝛼

is therefore inferred after each process-local MatVec, rather
than specified before the MatVec. We emphasize here the

main distinction between the two newmethods: the dynamic

𝛼 method uses a predetermined splitting for each MatVec,
and makes a damped update to the splitting for the next

MatVec based on observed input and output waiting times.

In contrast, the MPI Test method does not use a predeter-

mined splitting at all, instead adapting instantly to changing

communication latencies. In practice, this means that the

dynamic 𝛼 method adapts tomodal communication patterns.

Our numerical results (e.g., Figure 11 and Figure 12) suggest

that the two methods perform similarly; this is because most

MatVec iterations follow the modal communication pattern.

The top two rows in Figure 5 show the waiting times for

input (top row) and output (bottom row) communication dur-

ing the same run, with the MatVec operations with excess

input or output waiting times colored in blue. The dashed

black line represents the zero-latency threshold 𝜀 = 10
−4
,

which is roughly
1

10
the approximate non-mirror element

computation time of 10
−3
. The dashed red line indicates the

mean value of the waiting time over the course of the run. For

all three runs, the input communication experiences almost

exclusively latencies below the zero-latency threshold 𝜀, and

the output latencies are frequently slightly above 𝜀, which

leads to excess output waiting. For the dynamic 𝛼 method,

this means that 𝛼 adjusts to be close to zero, while the flex-

ibly adjusting MPI Test method also almost always splits

toward zero. The mean output waiting time for the dynamic

𝛼 method is reduced closer to the zero-latency threshold

compared with the fixed 𝛼 method. We can see the effect of

adjusting 𝛼 in time, as the first the few MatVec operations,

Figure 4: Mean splitting parameter for the dynamic
𝛼 method (left) and MPI test method (right) over the
course of a CG run (top) and GMG-CG run (bottom).

when 𝛼 is close to
1

2
have a larger waiting time than the later

iterations.

In Figure 4 below, we show the final distribution of the

splitting parameter on the first 1792 of the 7168 MPI ranks

used in the CG solve (top) and a separate GMG-CG solve,

i.e., a CG solve using geometric multigrid as a precondi-

tioner (bottom). The distribution of the GMG-CG splitting

parameter is only shown for the finest grid of the multigrid

hierarchy.

We see that for the CG solve, 𝛼 is heavily concentrated

near zero for both the dynamic 𝛼 and MPI test methods. For

the GMG-CG runs the distribution concentrated at a slightly

higher value. This likely reflects the fact that for GMG-CG,

the balance of input and output communication is not as con-

sistent because the processes can become unsynchronized

after the first smoothing step. In particular, processes which

finish their coarse grid computations earlier need to wait

longer for input communication.

3 Experimental Setup and Hardware
Platforms

We present the setup of numerical experiments, and the hard-

ware and software environments. The goal is to ensure the

reproducibility of the work and to introduce the computa-

tional studies described in the results Section 4.

3.1 Statistical regime extraction for
variable performance

Algorithm 1 is implemented on the data with the following

specifications. For per-process data 𝑇𝑝,𝑘 , we pick a subset of

processes Psub for fitting by equidistantly selecting 20 pro-

cesses across all 𝑃 processes sorted by their median MatVec
times (taken over iterations). 20 samples are sufficient to

capture the variety of timing statistics, because we observe

three major modes in the total population of MatVec timings.
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Figure 5: Top: Waiting times for input (top row) and
output (bottom row) communication during a single
run of the CG algorithm. The dashed black line rep-
resents the zero-latency threshold 𝜀, while the dashed
red line indicates the mean value of the waiting time
over the course of the run. The MatVec operations with
excess input or output communication are colored blue.
Bottom: Evolution of the splitting parameter 𝛼 over
the course of 8,192 MatVec operations during the same
run.

We furthermore subsample iterations, denoted by the set

Isub, for each process in Psub. The choice of subsampling is

corroborated by Figure 1 (top), which displays the timing

sequences across all iterations (x-axis) and across 100 pro-

cesses (i.e., MPI ranks, on y-axis). In the following, HMM is

fitted to each subsampled datasets of process-local MatVec
times of size |Psub | × |Isub | = 20 × 8192, for each numerical

method (see Section 2.4). However, when studying the max-

imum MatVec time 𝑇max

𝑘
= max𝑝 (𝑇𝑝,𝑘 ) across all processes

(see Remark 1), we repeat the same steps described above,

but skip the process selection step and we fit HMM to the

full time-series data {𝑇max

𝑘
}8192
𝑘=1

. The timing results are fitted

independently for different algorithms, because their compu-

tation throughput and communication latencies are expected

to differ.

To assess the realism of the HMM fit on the timing se-

quences, we visualize the associated regimes estimated from

Algorithm 1 and investigate statistics in each regime. We

expect regimes to exhibit different properties of latency, es-

pecially regimes gathering faster and slower MatVec timings.

Figure 6 displays HMM fitted MatVec times for the three

methods from Section 2.4 applied to CG and GMG-CG exper-

iments (see Section 3.2). Each HMM validation plot shows a

clear separation between the three regimes. The regime in
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Figure 6: MatVec times across iterations for the median
MPI rank across the 20 training MPI ranks for the
three communication hiding methods: fixed 𝛼 (top),
dynamic 𝛼 (center), MPI test (bottom). Left panels show
results for CG and right ones show results for GMG-
CG. Regimes are indicated by color: fast (dark purple),
slower (cyan) and slowest (yellow).

Table 1: Regime statistics (mean 𝜇𝑖 and standard devia-
tion 𝜎𝑖 ) of MatVec times in each regime (𝑖 = 1, 2, 3) and
proportion of iterations/MatVecs (% it.) spent in each
regime for the three studied methods applied to CG.

Fixed alpha Dynamic alpha MPI test

𝑖 𝜇𝑖 𝜎𝑖 % it. 𝜇𝑖 𝜎𝑖 % it. 𝜇𝑖 𝜎𝑖 % it.

1 1.79e-03 5.89e-05 0.33 1.75e-03 5.12e-05 0.34 1.78e-03 4.30e-05 0.35

2 1.89e-03 5.49e-05 0.32 1.87e-03 5.22e-05 0.31 1.90e-03 5.61e-05 0.32

3 2.89e-03 6.19e-03 0.35 2.76e-03 6.00e-03 0.35 2.72e-03 4.28e-03 0.33

dark purple gathers faster times (dark purple dots) with a

smaller dispersion compared to the slower times (cyan dots);

the slowest times (yellow dots) have more dispersion and

successfully capture the higher variability in the timings.

This clear separation of regimes indicates a reliable fitting

of the HMM on the data. Additionally, Table 1 displays sta-

tistics (mean and standard deviation) of the MatVec timing

and proportion of iterations spent in each regime for the

three studied methods applied to CG experiments. Comple-

menting Figure 6, Regime 1 is the fastest with typically least

dispersion whereas Regime 3 is the slowest with largest dis-

persion. The slowest regime is dominated by slow times that

arise because of performance variability of the HPC system;

we believe it is likely caused by high peaks of communica-

tion latency or network congestion. Consistent results are

also observed for GMG-CG (not shown). Finally, Figure 6

and Table 1 provide consistent results in terms of physical

meaning of the regimes across the three studied methods

(fixed 𝛼 , dynamic 𝛼 and MPI test) and across the algorithms

they are applied to (CG and GMG-CG). This highlights the
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robustness of Algorithm 1 with respect to reliable extraction

of regimes across different communication methods and for

the algorithms that we will analyze in Section 4.

3.2 Numerical experiments for implicit
PDE solvers

To measure the performance of our communication hiding

algorithm, we apply the conjugate gradient (CG) solver and

geometric multigrid (left)-preconditioned CG solver (GMG-

CG) to the model Poisson equation (1). For the spatial do-

main, we use the unit cube Ω = [0, 1]3 subdivided into a

uniform, hexahedral mesh with 2
27 =134,217,728 elements

with 135,005,697 unknowns in our piecewise trilinear finite

element discretization. We control the number of CG itera-

tions by choosing a diffusion coefficient 𝜅 with a jump dis-

continuity of several orders of magnitude, which increases

the condition number of the stiffness matrix, preventing the

solver from converging before the maximum iteration count

is reached. We note that the choice of 𝜅 does not influence

our performance results.

Our parallel partition on the Anvil HPC system (see de-

tails in Section 3.3) consists of 56 nodes with 128 MPI ranks

per node, for a total of 7168 MPI ranks with approximately

18,720 elements and 18,830 unknowns per rank. We chose

the node count to be the maximum available on Anvil, in or-

der to have the most realistic, and most challenging, parallel

environment possible for our experiments. On the Frontera

HPC system, we used a partition of 64 nodes with 56 MPI

ranks per node, resulting in 3,584 total MPI ranks. On both

systems, we chose the problem size per core to approach, but

not reach, the strong scaling limit of our application so that

we would have an amount of computation commensurate to

the network latency — if the ratio of available computation

relative to the latency is too high, for example, then the 𝛼 = 1

2

method will be able to hide all of the communication and

our new techniques will not be needed. In future work, we

plan to investigate the effect of our communication hiding

methods on a wider range of problems by varying per-core

problem sizes, node counts, and network architectures.

Our software stack includes the PETSc library [8] for the

CG solver and the Chebyshev-accelerated Jacobi multigrid

smoothers. We use our own implementation of MatVec apply
routines for the stiffnessmatrix and thematrix-free operators

for interpolation and restriction within multigrid. For the

coarse grid solve we use one V-cycle of geometric multigrid

with PETSc’s GAMG (algebraic multigrid) as the solver at

the coarsest geometric grid. As previously mentioned, the

parallel mesh generation is handled by the forest-of-octrees

library p4est [16].

During 10 runs of each solver, we record the waiting time

for input and output communication during the first 8192

Table 2: Specifications of
RCAC’s Anvil HPC sys-
tem.
Processors AMD EPYC

7763 64C 2.45GHz

“Milan”

Interconnect Mellanox InfiniBand

HDR100

CPUs per node 2

CPU cores per node 128

Hardware threads per core 1

CPU clock rate (nominal) 2.45 GHz

Memory per node 256 GB

C/C++ compiler GCC 11.2.0

MPI library OpenMPI 4.0.6

BLAS library OpenBLAS 0.3.17

Table 3: Specifications of
TACC’s Frontera HPC sys-
tem.
Processors Intel Xeon Platinum

8280 28C 2.7GHz

“Cascade Lake”

Interconnect Mellanox InfiniBand

HDR100

CPUs per node 2

CPU cores per node 56

Hardware threads per core 1

CPU clock rate (nominal) 2.7 GHz

Memory per node 192 GB

C/C++ compiler Intel 19.1.1

MPI library Intel MPI 19.0.9

BLAS library Intel MKL 2020.1

matrix-vector products computed on the first 1792 MPI ranks

(totally 5.8 · 107 process-local MatVec operations recorded

per run), along with the time spent computing over the first

and second groups of non-mirror elements. Referring to

Algorithm 2, this means we record the time 𝑇 in

𝑝,𝑘
as the total

time elapsed between the start of the computations over

the first block of non-mirror elements and the end of the

first MPI receive call, and the time 𝑇 out

𝑝,𝑘
as the time elapsed

between the start of the start of the second block of non-

mirror computations. Our timing data do not include mirror

element computations, since these do not depend in any way

on the splitting, and we refer to 𝑇𝑝,𝑘 = 𝑇 in

𝑝,𝑘
+ 𝑇 out

𝑝,𝑘
as the

MatVec time. For the smoothing steps, we only record the

MatVec timings on the finest mesh, and we report all of the

GMG-CG MatVec data as an aggregate instead of separating

the timings for the pre- and post-smoothing steps and the

energy inner product needed for the Krylov iteration.

3.3 HPC systems
Computations are carried out on two systems: the Anvil

HPC system at the Rosen Center for Advanced Computing

(RCAC) and the Frontera HPC system at the Texas Advanced

Computing Center (TACC). Table 2 lists the hardware and

software specifications of Anvil and Frontera, repsectively.

The software environment consists of C/C++ compilers, an

MPI library, and a BLAS/LAPACK library, as well as the

libraries PETSc [8] and p4est [16].

4 Performance Results
Performance of the communication hiding methods is pre-

sented with three granularities of measurements. First, we

look at the distribution of computation times on the Anvil su-

percomputer sampled from individual MPI ranks and taken

as a whole (see Section 4.1). Second, we summarize the dis-

tribution of these computation times on each MPI rank, still

viewing each rank individually. Finally, we aggregate the
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computation times across MPI ranks by measuring the maxi-

mum time per MatVec per rank (see Section 4.3). The third

measure (i.e., maximum across ranks) is influenced by the

first two, but is the most important measure, especially when

each MatVec alternates with (blocking) collective communi-

cation, such as the inner product in the CG algorithm. In that

case, it gives a good estimate for the expected bottom-line

speedup for the solver without the additional noise from

other CG operations, such as the collective Allreduce call.

In Section 4.4, we demonstrate our clustering method

when applied to the maximum computation time across MPI

ranks, this time using MatVec timing data from the Frontera

supercomputer. The Frontera timings feature an extreme,

temporally extended slowdown event which would make

it infeasible to compare the raw times of the different al-

gorithms without clustering. This contrasts with the Anvil

results, where the slow MatVecs typically appear intermit-

tently. From the fast regime data, we extract average per

MatVec timings that show clearly the overall improvement

of the new algorithms on Frontera.

4.1 Fine granularity performance: time per
MatVec per MPI rank

The purpose of this section is to compare individual, process-

local MatVec times between the three methods. The results

give insight not only into the relative performance of the

methods, but also into some of the details for how they work

to improve MatVec execution times. The scatter plots in the

top row and histograms in the bottom row of Figure 7 reflect

a sample of 10 process-local MatVec times on each MPI rank

for the fastest run of the CG (left panel) and GMG-CG (right

panel) solves. Each data point represents one MatVec on one

rank. The histograms contain the sums of the input and

output computation times of the points in the upper plots

(for the exact meaning of those times, see Section 3.2).

Looking at the top two plots of Figure 7, we observe that

the fixed 𝛼 method has a distribution concentrated around

10
−3

seconds for both input and output time. These points

reflect zero or near-zero latency MatVec times, where the

waiting time is significantly shorter than the computation

time and the latency is effectively hidden. Likewise, the sharp

line at ∼10−3 bounding the input and output computation

times from below in the fixed 𝛼 distribution reflects the time

to compute over half of the non-mirror elements — this is

the minimum possible time for 𝑇 in

𝑝,𝑘
or 𝑇 out

𝑝,𝑘
for the fixed 𝛼

method, achieved when there is no input or output latency.

On the other hand, the MPI test and dynamic 𝛼 methods,

which adjust the amount of computation based on the latency

and expected latency, respectively, have a lower minimum

amount of computation time for input and output depending

on how many elements are shifted from one computation

Figure 7: Scatter plot (top row) and histogram (bottom
row) of randomly sampled process-local MatVec times
for the fastest run of the CG (left column) and GMG-
CG (right column) solves. The scatter plots are partially
surrounded by two marginal density plots along the
horizontal and vertical axis, respectively.

block to the other. We also note that the MPI test method

has a slightly larger amount of input computation time for

MatVec operations with small output computation times,

which reflects the overhead of checking for completion of

the input communication during the first block of non-mirror

element computations.

Moving to the histograms in the bottom row of Figure 7,

for the CG experiment we can see three clearly separated

regimes: the three modes, interpreted from left to right, re-

flect MatVec operations where the latency is almost com-

pletely hidden, partially hidden, and hardly hidden at all

(typically extremely high latencies). In contrast, the GMG-

CG times appear as a single mode. We expect that the uni-

modal distributions for GMG-CG result from the absence of

global synchronization during each multigrid V-cycle, which

makes the behavior less predictable and less likely to sepa-

rate into distinct modes of regimes. We note that for both the

CG and GMG-CG histograms, the high latency MatVec times

extend much further to beyond the horizontal axis limits,

which we have constrained for readability.

Comparing the scatterplots and the scale of the histogram

axes for CG and GMG-CG, we see that MatVec times several

times higher than the minimum are much more typical for
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Figure 8: Scatter plots of the MatVec times of the CG
iterations from Figure 7 separated into three regimes,
as described in 2.2: the fastest regime (top), a slower
regime (bottom left), and the slowest regime (bottom
right).

the GMG-CG solver. We can see that the computation times

for the CG experiment are shifted slightly to the left for

the dynamic 𝛼 and MPI test methods compared with the

fixed 𝛼 method. The shift is more noticeable for the GMG-

CG experiment, where the MPI test results in particular are

significantly more concentrated than the fixed 𝛼 results.

The analysis of Figure 7 can be enhanced by considering

the regimes as described in Section 3.1. We show the scatter

plots of the regime data for the MatVec times of the CG iter-

ation in Figure 8. The MatVec times clearly divide into three

categories: first, the fastest regime (top) has computation

times with essentially completely hidden latency; second,

the slower regime (bottom left) contains mainly times with

moderate latencies; and, third, the slowest regime (bottom

right) contains times with extremely high latencies. The in-

fluence of performance variability from network latencies is

clearly extracted in the slowest regime, while the first two

regimes have few large outliers. Compared to the unsepa-

rated data shown in Figure 7, the first two regimes provide

better insights into the different behaviour the methods in

practice, which we would be challenging to decipher other-

wise.

We observe that, toward the end points of the dynamic 𝛼

and MPI test regime 1 and regime 2 distributions, the two
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Figure 9: Functional boxplots of cumulative distribu-
tion functions of MatVec times acrossMPI ranks. Cumu-
lative functions are computed for each communication
method (from left to right: fixed 𝛼 , dynamic 𝛼 and, MPI
test) applied to CG (top) and GMG-CG (bottom) solvers.
Black curve is the median CDF curve, purple region
contains 50% of the CDF curves and dashed lines are
outlier CDF curves.

methods are both able to decrease the input (output) compu-

tation time without increasing the output (input) computa-

tion time. We also note that the dynamic 𝛼 and MPI test also

spend a greater proportion of time in the fast regime—71%

and 75%, respectively, compared with 47% for the fixed 𝛼

method—because they mask more of the latency.

4.2 Intermediate granularity performance:
MatVec distribution per MPI rank

In this section, as a bridge between the previous section and

Section 4.3, we summarize the improvement per MPI rank

in Figure 9. We will show that the dynamic 𝛼 and MPI test

methods have a more significant improvement on the overall

runtime than the distribution of process-local MatVec times

from Section 4.1 would suggest. The result is due to the fact

that viewing process-local MatVec times individually (i.e.,

treating each one as an equally important data point) does

not account for cases where one slow MPI rank slows down

the computation on all other MPI ranks. The functional box

plots in Figure 9 capture the essence of the per-rank im-

provement via the cumulative distribution functions (CDF)

of MatVec times. The black curve on each plot represents the

median CDF, while the purple region represents the span of

the CDFs between the 25th and 75th percentiles. Functional

boxplots rely on the band-depth metric that measures the

centrality of a curve with respect of an ensemble of curves

[51]. Via this metric, one can order curves by their centrality
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Figure 10: Functional boxplots as in Figure 9 for MatVec
times CDFs computed in each regime extracted as in
Section 3.1 for the GMG-CG solver. Regimes 1 to 3 are
shown from left to right and the three communication-
hiding methods (fixed 𝛼 , dynamic 𝛼 and MPI test) are
shown from top to bottom.

and create concepts similar to quantiles and their associ-

ated visualization, namely boxplot. When visualizing the

displayed CDFs, one expects the curves to reach the value

1 on the y-axis for the fastest times (most left values on x-

axis) indicating more probability mass (across MPI ranks)

allocated to faster MatVec times. For both CG and GMG-CG,

the dynamic 𝛼 and MPI test methods have a median CDF

that is shifted to the top left corner compared with the fixed

𝛼 method, which represents overall faster MatVec times for

dynamic 𝛼 and MPI test. Additionally, purple regions show

less spread for dynamic 𝛼 and MPI test methods than for

the fixed 𝛼 method, indicating more consistency across MPI

ranks for these methods. Finally, the outermost CDFs in the

envelope (dotted lines in each image) are significantly shifted

to the left for the dynamic 𝛼 and MPI test methods. This sup-

ports that the two new methods have the most significant

impact on the overall slowest MPI ranks, which ultimately

has the greatest impact on the solver performance.

Figure 10 shows a refinement of Figure 9 (bottom row)

for GMG-CG experiments, where CDFs are computed in

each regime extracted as in Section 3.1. Similarly, we observe

CDF curves shifted to the top left corner for the dynamic 𝛼

and MPI test methods in each regime, especially the fastest

regimes 1 and 2. Regimes 1 and 2 also exhibit a lesser spread

in the CDF envelope indicating more consistent computation

times across ranks. Consistent results are also seen on the

CG algorithm (not shown here).

Figures 9 and 10 show statistics from three runs. The sta-

tistics do not exhibit inconstistency (e.g., clustering of CDF

from each run) between the runs, suggesting that MatVec
times have similar distributions across runs. To corroborate

this, for each of the three communication techniques (fixed

𝛼 , dynamic 𝛼 , and MPI test) and solver types (CG and GMG-

CG), we applied a Kolmogorov-Smirnov test to compare the

probability distributions of MatVec times between different

runs. Results indicate that different runs using a particular

solver and communication method can be considered as sam-

ples from the same distribution, whereas runs using different

communication methods do not. We note that infrequent

and significant changes in communication patterns (e.g., the

major network slowdown observed in the Frontera results in

Section 4.4) could cause the distributions of MatVec times to

differ between runs. However, we expect that after removing

the outliers (by, e.g., separating the data into regimes), the

remaining data will still be drawn from the same distribution.

4.3 Coarse granularity performance:
maximum time per MPI rank

The left image in Figure 11 shows the cumulative sums of

the maximum time per MatVec, taken over all MPI ranks at

one iteration, for the CG solver. We combine the fastest three

runs for each communication-hiding method. The plotted

quantity is

𝑆𝐾 =

𝐾∑︁
𝑘=1

𝑇max

𝜎 (𝑘 ) ,

where {𝑇max

𝜎 (𝑘 ) }
𝑛it
𝑘=1

is a smallest-to-largest sorted version of

𝑇max

𝑘
, itself defined by reducing 𝑇𝑝,𝑘 over the processes 𝑝:

{𝑇𝑘 }𝑛it−1𝑘=0
with 𝑇𝑘 = max{𝑇𝑝,𝑘 }𝑃−1𝑝=0 .

The cumulative sums are similar to a CDF plot, in that they

reveal the difference in the performance of each method for

fast and slow MatVec times.

Labeling the cumulative sum value for fixed 𝛼 , dynamic 𝛼 ,

and MPI test by 𝑆
1/2
𝐾

, 𝑆𝛼
𝐾
, and 𝑆 test

𝐾
, respectively, the dashed

lines in Figure 11 (left) show the percentage differences

𝑆
1/2
𝐾
−𝑆1/2

𝐾

|𝑆1/2
𝐾
|

(blue dashed line) and

𝑆 test
𝐾
−𝑆𝛼

𝐾

|𝑆1/2
𝐾
|

(green dashed line) at

each point on the cumulative sum curve. These values show

the percentage improvement for each method if only the first

𝐾 fastest MatVec times were included in the dataset for each

method. The dynamic 𝛼 and MPI test method consistently

show up to 10% improvement in the overall performance for

both methods over fixed 𝛼 .
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Figure 11: Cumulative sums of the maximum time per
MatVec for the CG solver (left), where the maximum is
taken over all MPI ranks for each parallel MatVec. Cor-
responding box plots (right) summarize the maximum
MatVec times.

On the right side of Figure 11, we also show boxplots of

the 𝑇max

𝑘
, which are clustered using Algorithm 1 with two

regimes. The fast regime data also show better performance

for the dynamic 𝛼 method and the MPI test method com-

pared with the fixed 𝛼 method. In particular, we note that the

fastest MatVec times are improved for the dynamic 𝛼 method

and the MPI test method compared with fixed 𝛼 . This sup-

ports our conclusion from the cumulative sum plot, that the

dynamic 𝛼 method and the MPI test method reduce the level

of the fastest MatVec times. Since these low-latency MatVec
operations comprise a significant portion of all MatVec op-
erations, we expect the average overall runtime of the CG

solver to be improved by the new methods.

4.4 Frontera – Coarse granularity
performance: maximum time per
MPI rank

Our last experiments show performance results on the Fron-

tera supercomputer. In Figure 12, we show𝑇max

𝑘
for the three

methods. For this experiment, based on a visual inspection of

the data we again chose to perform the method of Section 3.1

with two regimes instead of three. The MatVecs for each time

series are clustered into fast (blue) and slow (red) regimes.

We observe an extreme slowdown event for the baseline

method (middle panel). The slowdown makes it impossible

to directly compare the overall computation times between

different algorithms. We experienced this type of extended

slowdown for repeatedly for different jobs on Frontera.

In the top panel of Figure 13, we show cumulative sums

of the 𝑇max

𝑘
times for the three methods (analogous to Sec-

tion 4.3); the 𝐾th point on each of the curves is the sum of

the fastest 𝐾 MatVec times, while the dotted lines show the

percent improvement of the new methods over the baseline.

Because of the slowdown event, the right tail of the fixed

𝛼 = 1

2
curve has a sharp increase, while the MPI test and

Figure 12: MatVec times𝑇max
𝑘

for each of 8192 iterations
of the CG solver run on a Poisson problem using three
different methods of communication hiding: MPI_Test
(top), fixed 𝛼 = 1

2
(middle), and dynamic 𝛼 (bottom).

dynamic 𝛼 curves are nearly straight lines. The increase for

the 𝛼 = 1

2
is similar to what we observed in the Anvil data in

Section 4.3 for all three methods. The overall runtimes (i.e.,

the right endpoint of each curve) cannot be directly com-

pared. In contrast, the bottom panel shows the fast regime

data only; in this case we can see clearly a 3-5% improvement

in runtime. The mean runtime for the fast regime shows a

3.5% improvement for the dynamic 𝛼 method and a 4.2% im-

provement for the MPI test method over the 𝛼 = 1

2
method.

Remark 2. The observed network latency patterns differ
significantly between Anvil and Frontera (compare, e.g., Fig-
ure 6 and Figure 12). While it is beyond the scope of this work
to analyze the exact reasons for timing variability on different
machines (and, indeed, this work takes the perspective that
the causes of performance variability are typically opaque to
users), we hope to document such differences and compare the
performance of our communication hiding methods on a wider
variety of machines in the future.

5 Conclusions
We document the challenges of analyzing application perfor-

mance in practice under strong performance variability of

the HPC system. We demonstrate that the analysis of timing

data in the presence of strong system variabilities is possible

with a careful choice of statistical methods. Through the
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Raw data

Fast regime data only

Figure 13: Cumulative sums of raw MatVec times (top)
and fast regime times only (bottom) over 8192 itera-
tions of the CG solver run on a Poisson problem.

use of unsupervised learning with hidden Markov models

and mixture models, we are able to realiably separate the

performance of numerical methods from machine noise. We

apply our new methodology to sequences of MatVec timings

on the parallel processes of an HPC system; however, the

methodology we introduce can be applied to any application

where users can add timing commands, especially parallel

applications with repeatedly called subroutines. In the future,

we will use our statistical tools to model and simulate com-

plex time-dependent MPI latencies of HPC systems, allowing

us to artificially inject and benchmark different latency sce-

narios that appear on real-world systems.

We have also proposed two new communication hiding

methods for matrix-free finite element operators. Only due

to our new statistical tools are we able to successfully analyze

the high-frequency timing measurements that are otherwise

polluted by the performance variablity of HPC systems.With

the current trends in HPC hardware architectures, we expect

the statistical analysis that we have performed here to be

essential for advancements of numerical methods.

In future work, we will consider the effect of allowing the

splitting parameter 𝛼 to vary more rapidly across MatVec ap-
plications to be able to adapt to higher-frequency variations

in communication patterns. Furthermore, wewant to analyze

individual MatVecs in complex iterations such as multigrid-

preconditoned Krylov methods and implicit solvers for block

systems that require block preconditioning [47, 48]. This

likely requires the use of different splitting parameters 𝛼 for

each phase of the preconditioner in a single iteration.

Finally, while the present work has studied one representa-

tive configuration of problem size and number of MPI ranks,

we will extend our statistical tools and communication hid-

ing to scalability studies on a variety of different machines.
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