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Abstract
The rapid growth of large machine learning models, from
billions to trillions of parameters, has led to powerful AI
capabilities that increasingly impact everyday life. However,
this expansion in model size has surpassed the capacity of
GPU memory. As a result, GPU clusters—built by aggregat-
ing multiple GPUs—have scaled up significantly to accom-
modate these models. To address this scalability challenge,
and to make large-model training more widely accessible,
researchers have proposed heterogeneous systems. These
systems leverage CPUs and secondary memory to offload
storage and computation onto these devices, thereby reduc-
ing the total number of GPUs required for training. Despite
their promise, such heterogeneous systems have so far faced
challenges in achieving high efficiency and performance.
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In response, we address this problem with SmartNIC-
GPU-CPU (SGC), a heterogeneous system, enhanced with
SmartNICs, for training large machine learning models with
software-hardware codesign. SGC increases system perfor-
mance and efficiency while simultaneously reducing power
consumption and overall costs.
In SGC, SmartNICs serve as an intermediate layer that

seamlessly connects the heterogeneous components. By im-
plementing optimization techniques such as prefetching,
buffering, and dynamic scheduling and control, SmartNICs
streamline the data pipeline, minimizing idle times and over-
lapping communication with computation. In addition, sys-
tem configuration software optimizes the system and model
settings for maximal efficiency, given different system spec-
ifications. Experiments demonstrate that the SGC system
achieves an improvement of over 1.6× in training through-
put over the baseline for a 100B parameter model.

CCS Concepts
• Hardware→ Networking hardware; • Computer sys-
tems organization → Heterogeneous (hybrid) systems;
• Computing methodologies →Machine learning.
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1 Introduction
In recent years, large-scale deep learning (DL) has advanced
rapidly and come to dominate the AI application landscape.
Large models provide significantly better sample efficiency
and performance [24]. With the rise of attention-based deep
learning models, model size has grown exponentially. For
instance, large language models like Meta’s LlaMA [51, 52],
OpenAI’s ChatGPT [35], and Google’s LaMDA [50] have
enabled impressive AI capabilities that are transforming our
daily lives. The functionality of these powerful models is
largely attributable to their immense size: 70 billion parame-
ters for LlaMA 2, 175 billion for GPT-3, 540 billion for PaLM,
and 1.8 trillion for GPT-4. This trend of ever-increasingmodel
size (see Figure 1) is expected to continue for some time [24].

These large deep-learning models far exceed the memory
capacity of a single GPU. Even with GPU clusters, training
systems still face fundamental limitations in fitting models
with billions to trillions of parameters into the GPUs’ aggre-
gate memory. To address this constraint, memory-efficient
optimizations such as the Zero RedundancyOptimizer (ZeRO)
[39] and Pytorch Fully Sharded Data Parallel (FSDP) [61]
have been introduced, trading extra communication for mem-
ory utilization. These approaches allow model size to scale
proportionally with the number of devices, making it feasible
to train large models on a cluster of GPUs.

Although ZeRO enables the training of large-scale models,
the memory wall still poses a significant challenge. Today’s
models demand hundreds of gigabytes to multiple terabytes
of GPU memory just to hold their parameters. Yet, GPU
memory capacity is not keeping pace with the exponen-
tial growth in model size (as shown in Figure 1). One way
to handle these massive models is to keep scaling up the
number of GPUs; however, this approach quickly becomes
impractical. First, performance does not scale linearly with
the number of GPUs due to diminishing returns and com-
munication overhead. Second, as cluster size grows, system
overhead and communication demands become major bot-
tlenecks. Third, expanding hardware capacity proportionally
increases power consumption, which is already considerable.
Lastly, although technologies like NVLink can improve the
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Figure 1: GPU memory wall. The memory require-
ments of ML models have increased exponentially, sig-
nificantly outpacing the growth of GPU memories.

throughput of GPU clusters [26], the cost of the technology
is high. All these reasons combined make such GPU clus-
ters impractical and, for individuals and small companies,
potentially out of reach.
To reduce the required scale of GPU clusters and miti-

gate the GPU memory wall, heterogeneous training of deep
learning has emerged. These systems leverage CPUs and
NVMe memory for offloading model states and parameters.
Building on the foundation of Zero Redundancy Optimizer
(ZeRO) [39], ZeRO-Offload [42] and ZeRO-Infinity [40] fa-
cilitate large model training on small-scale GPU clusters
by offloading data and computations to CPUs using mem-
ory optimization techniques. These heterogeneous systems,
however, suffer from low efficiency and modest performance.
This is due mainly to two limitations:

(1) Limited System Data Exchange Efficiency (Figure
2a): The architecture of a heterogeneous GPU system, with
the CPU serving as an offload engine, is illustrated in Fig-
ure 2a(i). The CPU stores model parameters, gradients, and
optimizer states. The GPU serves as the primary computation
device for forward and backward propagation. Because ZeRO
partitions the model across devices, parameters residing on
the CPU frequently need to be exchanged among multiple
GPUs, creating potential bottlenecks. Each partition stage
triggers additional data exchanges between heterogeneous
system components, leading to communication barriers and
reduced data exchange efficiency.
(2) Limited System Node Computation and Control

Efficiency (Figure 2b): In heterogeneous GPU systems with
offload engines, the delayed parameter update (DPU) tech-
nique [42] allows the CPU’s data path for parameter updates
to be decoupled from the GPUs’ forward/backward propa-
gation computation (Figure 4). However, because the CPU
and GPU have different computational power and resource
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(ii) Our System
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Figure 2: System Comparison. (a) Addition of SmartNICs as an intermediate layer. (b) SmartNICs provide dynamic
scheduling and control.

needs, their execution latencies often mismatch, causing one
to be idle while waiting for the other. Moreover, the GPU’s
communication operator requires significant memory, com-
putation resources, and control overhead. Collectively, these
factors contribute to the diminishing of the system node’s
computation and control efficiency.

Advanced network interface cards, known as SmartNICs,
combine communication, control, and computation and are
useful in numerous domains [3, 17, 22, 44, 58]. Given their
capabilities and their network-facing placement within the

node, SmartNICs are well-suited to address the system effi-
ciency challenges just described. SmartNICs enhance stan-
dard NICs, which typically lack application-level control be-
yond basic networking functions, leaving system control to
the CPU. This reliance increases overhead and inefficiencies
in coordinating the CPU offload engine, GPU, and network.
Simply adding SmartNICS, however, addresses only point-
to-point communication latency. Currently, no distributed
system design leverages SmartNICs to overcome the broader
limitations in heterogeneous GPU systems.

We propose a SmartNIC-GPU-CPU (SGC) system for large
machine learning models that, together with system configu-
ration software, breaks the boundaries between the various
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(i) Same GPU number, Same Model Size
→ Higher Performance and Efficiency

GPU GPU-CPUoffload SGC System

Throughput High Low High

Latency Low High Low

Power 
Consumption

High Medium Low

(ii) Same Model Size
→ Fewer GPU needed, High Performance and Efficiency

GPU GPU-CPUoffload SGC System

System Scale 
Required

Large Small Small

Performance High Low High

Power 
Consumption

High Medium Low

(iii) Same GPU Number
→ Larger Model Supported, With Comparable Performance

GPU GPU-CPUoffload SGC System

Model Size Small Large Large

Performance High Low Comparable Good 

Table 1: System Goals

device types and aims to provide: (i) Higher system perfor-
mance and efficiency with lower system cost and power
consumption (Table 1i); (ii) High performance with fewer
of GPUs (Table 1ii); and (iii) Support of larger models while
retaining good performance. (Table 1iii).

Several design techniques and optimizations are proposed.
To improve system data exchange efficiency (Figure
2a(ii)): (1) SmartNICs act as an intermediate layer that
breaks the boundary between distributed heterogeneous
components in the system and facilitates seamless connec-
tivity between GPUs and CPU offload engines; (2) A Smart-
NIC prefetch mechanism that proactively initiates commu-
nication before parameters are needed by the GPU or CPU,
compacting the pipeline with less data waiting and largely
mitigating communication bottlenecks via overlap of com-
putation and communication; and (3) A SmartNIC buffering
technique that stores duplicated communication data, reduc-
ing overall system communication workload. To improve
system device computation and control efficiency (Fig-
ure 2b(ii)): (1) SmartNICs provide dynamic scheduling and
control, allowing both GPUs and CPUs to concentrate on
computation with reduced interruptions and overhead; and
(2) System configuration software that optimizes system and
model settings for maximal efficiency (minimizing device
idle time) given different system specifications.

To summarize, the key contributions of this work include:

• A heterogeneous system where the SmartNICs facili-
tate seamless integration of CPU, GPU, and communi-
cation; specifically, in training large machine learning
models including LLMs and DLRMs;

• A SmartNIC design that supports dynamic workload
and communication scheduling and control of the com-
pute components;

• System configuration software that optimizes system
and model setup based on resources and hardware
specifications.

Results show that the SGC system benefits training through-
put and scalability with an improvement of over 1.6× in
throughput over the baseline (without SmartNIC) for a 100B
parameters model.

2 Background and Motivation
2.1 Zero Redundancy Optimizer (ZeRO)
Zero Redundancy Optimizer (ZeRO) is a memory optimiza-
tion strategy that eliminates memory redundancies across
data parallel processes by partitioning model states. By intro-
ducing reasonable additional communications, these strate-
gies can efficiently scale the model size in proportion to the
number of devices. ZeRO distributes the training batch across
multiple GPUs in a way similar to data parallel training. In-
stead of duplicating models, however, ZeRO partitions model
states across all GPUs and uses communication collectives
to gather parameters as needed during the various training
phases. It offers a more general solution that does not re-
quire users to modify the model extensively, thus providing
improved compute efficiency and scalability.
ZeRO operates in three stages corresponding to three

model states. Figure 3 shows an example of the workflow
with 3 nodes. In this example, the model is partitioned into
three parts and distributed among three data parallel pro-
cesses. Zero has 3 stages that represent how the model is
partitioned among nodes. In ZeRO-1, the optimizer states are
partitioned on top of data parallelism, with each process own-
ing a partition of the entire optimizer. Consequently, each
optimizer partition updates only the corresponding parame-
ter partition, following an All-Gather operation to update all
processes’ parameters. ZeRO-2, the second stage, partitions
both optimizer states and gradients. Each process owns a
partition of the gradients, requiring a Gradients Gather op-
eration to collect all computed gradients across processes.
After gathering, the corresponding optimizer works on the
parameter update for its partition. In the final stage, ZeRO-3,
layer parameters are partitioned and owned by data parallel
processes. Broadcast communication collectives are initiated
by the parameter partition owner prior to each forward and
backward pass to share parameters with other data parallel
processes. This process repeats until the completion of all
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Figure 3: ZeRO Overview with No Bandwidth Aggregation for a three node system. P1FP: Forward Propagation of
Partition 1. CL: Compute Loss. P3BP: Backward Propagation of Partition 3

forward pass operations. After each process completes its
loss computation, a parameter Broadcast is issued before
each backward pass partition.

Further work has been done with heterogeneous systems
that leverage CPU or NVMe memory to augment the sys-
tem’s memory capacity. Such systems enable the training
of significantly larger models on a limited number of GPUs.
ZeRO-Offload [42] presents a heterogeneous training ap-
proach with the CPU as an offload engine; it is based on a
ZeRO-2 foundation to offload optimizer states, gradients, and
the computation of parameter updates on the CPU. Figure
5 illustrates the ZeRO-Offload workflow. This method ad-
dresses the constraints of limited GPU memory, alleviating
the challenge of requiring a large number of GPUs to store
optimizer states and gradients.

In ZeRO-Infinity [40], parameters are partitioned across all
data parallel processes, using All-Gather instead of Broadcast
to gather parameters for each process. The aggregated PCIe
bandwidth across all nodes transfers its partition of parame-
ters from the CPU to the GPU in parallel for the All-Gather
operation. This aggregated bandwidth effectively mitigates
the PCIe bottleneck, addressing the challenges associated
with having a single PCIe link.

2.2 Delayed Parameter Update
The computation on the offload engine for parameter updates
follows the forward and backward propagation on the GPU.
However, this offload engine computation can potentially
become a bottleneck during training. To address this issue
and to hide the offload engine computation, ZeRO-Offload

No Delayed Parameter Update
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Figure 4: Delayed Parameter Update (DPU). (PU: Pa-
rameter Update, G: Gradients, L: Compute Loss)

employs a one-step delayed parameter update (DPU), as
shown in Figure 4.

With no DPU, after the backward pass, gradients are gen-
erated, and the optimizer updates the parameters for the next
iteration. The computation of the optimizer states depends
on the output from the backward pass. With the introduction
of DPU, the pipeline is divided into two independent data
paths; optimizer state computation and parameter updates
no longer depend on forward and backward propagation. At
step 𝑖 + 1, parameter updates use gradients from step 𝑖 , while
the forward and backward passes use parameters updated at
step 𝑖 − 1. From this step onward, the model at the (𝑖 + 1)th
step is trained using parameters updated at the (𝑖 − 1)th step.
The two data paths run in parallel with no dependency.

2.3 Limitations of the Existing Systems
Although existing heterogeneous systems that use CPU of-
fload engines can enable large-scale model training, they
have certain performance and efficiency constraints.
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Limited system data exchange efficiency. During for-
ward and backward pass computations, parameter data ex-
changes are required at each node to collect partitioned pa-
rameters from all the other CPUs. The parameter data ex-
changes involve the transfer from the CPU offload engine
of each node to the GPU of every other node, with the GPU
managing the control of its CPU offload engine, the data
copy, and the initiation of communication.
After each partial backward propagation, gradients are

produced in partitions for each process. A Reduce-Scatter
distributes the gradients to their destination data parallel
processes from each GPU to every other node’s CPU offload
engine. The data movement occurs from each node’s GPU to
every other node’s CPU, with the GPU handling the Reduce-
Scatter operator and data copy to the CPU offload engine.
Even though the GPU does not participate in the parameter
update computation using generated gradients, it still needs
to initiate communication. Also, data flows through the GPU,
which forwards it to the offload engine.

As seen in Figure 2a(i), such barriers between the system’s
heterogeneous components limit the system data exchange
efficiency in two cases: (1) Data movement of parameter
partitions from the offload engine to the GPU for forward and
backward propagation computation. The movement starts
from each node’s CPU offload engine, passes through each
node’s GPU, and ends at every other node’s GPU. (2) Data
movement of generated gradients from GPU to CPU offload
engine for parameter updates computation. The movement
starts from each node’s GPU, passes through every other
node’s GPU, and ends at every other node’s CPU.

Limited system device computation and control effi-
ciency. Delayed parameter update is used to maintain com-
putational efficiency. This approach allows the CPU offload
engine’s parameter update computation data path to be de-
tached from the GPU’s data path, as illustrated in the upper
part of Figure 6. Although these two data paths are indepen-
dent computation paths, the CPU data path is still under the
GPU’s control. This control dependency reduces computa-
tional efficiency and increases overhead on both sides.
Also, variations in computational power and complexity

between the GPU and CPU computation paths, along with
different model configurations, batch sizes, and hardware
specifications, can result in divergent execution latencies
and lengthy idle times. In certain system and model configu-
rations, the GPU datapath may finish faster than the CPU,
leading to the training performance being consistently bot-
tlenecked by the CPU, regardless of the GPU’s power and
the utilization of optimization techniques. This idle device
time becomes a bottleneck, limiting system performance.
Additionally, the GPUs initiate communication operators
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Figure 5: ZeRO Offload with CPU as Offload Engine.
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for data exchange, necessitating memory allocation for ex-
changed data and computation resources for data manage-
ment. Together, these factors diminish system computation
and control efficiency.

3 SmartNIC-GPU-CPU System
This section gives an overview of the SmartNIC-GPU-CPU
(SGC) heterogeneous system.

3.1 Breaking System Boundaries
During the training of large machine learning models using
the ZeRO-Offload strategy, there is a substantial and frequent
exchange of data among system components. In a GPU sys-
tem without SmartNICs, all data exchanges must be initiated
and facilitated by GPUs as illustrated in the upper part of
Figure 6, when the current CPU sends offloaded parame-
ters to remote GPUs (for the next iteration’s forward and
backward propagations), the offloaded parameters need to be
retrieved by the current GPU that initiates the communica-
tion process to deliver the data to the other GPUs. A similar
scenario occurs when gradients are generated by the current
GPU and transmitted to other CPUs for parameter updates.
The gradients are sent by the current GPU through the net-
work, received by the destination GPU, and passed to the
CPU. Such cross-device routing, combined with the limited
interface between heterogeneous components, significantly
reduces data exchange efficiency.

By contrast, SGC introduces SmartNICs as an intermediate
layer to break the boundaries between GPUs and CPUs (Fig-
ure 2aii). Ourmodel is very similar to ZeRO-offload. However,



SmartNIC-GPU-CPU Heterogeneous System for Large Machine Learning Models ICS ’25, June 08–11, 2025, Salt Lake City, UT, USA

our communication from the CPU is no longer dependent
on the GPU and can be efficiently handled by the SmartNIC.
This decoupling allows the communication sender and re-
ceiver to be different types of devices, with the SmartNIC
managing the communication process. Moreover, with the
implementation of delayed parameter update (shown in Fig-
ure 4), the GPU and CPU data paths no longer depend on
each other. Offloading control tasks from the GPU to the
SmartNIC not only boost the computational efficiency of
both devices but also reduces overhead and hardware uti-
lization. As illustrated in the bottom part of Figure 6, GPUs
and CPUs can initiate data transfers through the SmartNIC,
further compacting the overall system pipeline by reducing
stages and overhead.

3.1.1 Data exchange between system components. As illus-
trated in Figure 7, parameter gathering communication is
required before each partition of forward propagation. The
GPU fetches data from the CPU offload engine (FC) and
initiates the communication operator. Once the communi-
cation is complete, the computation stream is ready for the
first partition’s forward propagation. In the SGC system, the
GPU retrieves data from the SmartNIC instead of fetching
it from the CPU. Upon receiving the fetch signal from the
GPU, the SmartNIC initiates the corresponding communi-
cation operator, fetching data from the CPU and initiating
the parameter gather communication. Once the destination
node’s SmartNIC receives the parameters, the data is sent
directly to the GPU. Once all parameters are received, the
Fetch SmartNIC stage on the GPU is complete and ready for
the first partition’s forward propagation.

Another parameter-gathering communication is required
for each partition’s backward propagation, following the
same data exchange operations for backward propagation.
After the backward propagation generates the gradients,
the GPU forwards the gradients to the SmartNIC. After the
Reduce-Scatter operator, the destination node’s SmartNIC re-
ceives the results and sends them to the current CPU offload
engine for the next iteration’s parameter update.

3.1.2 Offload parameters for free. In a GPU system with a
CPU offload engine, parameter offloading introduces over-
head due to the additional PCIe data transactions. During
the parameter gather communication operator, parameters
are stored in CPU memory, and the GPU fetches the data
through PCIe. Another PCIe transaction is then required to
transfer the data from the GPU to the NIC, creating a de-
pendency between the two PCIe data transfers. However,
with the introduction of a SmartNIC, these two PCIe data ex-
changes can overlap. The SmartNIC fetches parameters from
CPU memory simultaneously with the GPU fetch from the
CPU. Even if the offload engine is not used, the parameter-
gathering communication operator still involves a PCIe data

exchange between the GPU and the NIC. With the support of
a SmartNIC, the PCIe data exchange path becomes equivalent
to a GPU system without an offload engine. This means that,
with the assistance of a SmartNIC, we can achieve efficient
parameter offloading essentially for free.

3.2 Collective Communication Support
Several collective communication operations are used dur-
ing training, including parameter Broadcast, parameter All-
Gather, and gradient Reduce-Scatter. In the system without
SmartNIC, these operations are handled by the GPU, with
data gathering and communication initiation. In the SGC
architecture, we offload the collective communication opera-
tors to the SmartNIC.
Parameter broadcast and parameter All-Gather.We

introduce the Fetch Parameter operator for GPU. When the
GPU requires gathering parameters from the system, the
GPU sends a Fetch Parameter signal to the SmartNIC with
metadata indicating the current GPU stage and requesting
data information. The SmartNIC fetches parameter data from
the CPU offload engine and manages the parameter gather
communication operator, distributing partitioned parameters
to other system nodes. Once the SmartNIC receives all the
gathered parameters, the result is forwarded to the GPU.
Gradient reduce-scatter. After backward propagation,

gradients are generated and require a Reduce-Scatter oper-
ator to collect the full gradients for each partition. As the
GPU generates gradients, they are sent to the SmartNIC to
handle the reduce-scatter operator. The SmartNICs send and
receive gradients with a gradient reduction computation.
The gradient reduction computation kernel computes the
final gradients, forwarding them to the local CPU in the
Write CPU (WC) stage. Once the CPU receives all the gradi-
ents, it possesses all the necessary data for the subsequent
iteration’s parameter update.

4 SGC Optimizations
In this section, we present optimization techniques that in-
crease the SGC system efficiency.

4.1 SmartNIC Prefetch
In the previous section, we discussed how the GPU fetches
from the SmartNIC instead of the CPU offload engine during
parameter gathering. Each node’s SmartNIC fetches parti-
tioned parameters from the CPU and initiates the parameter
gather communication operator. Consequently, the Smart-
NIC possesses awareness of both the application and system
status. Operating as a network-facing device, the SmartNIC
knows about the completion status of the ongoing commu-
nication operator. SmartNIC prefetch enables the SmartNIC
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to pre-initiate the parameter gather communication immedi-
ately after the completion of the preceding communication.

The SmartNIC control pipeline aligns with the GPU’s dat-
apath, improving communication and computation overlap.
As shown in Figure 8, the GPU pipeline initiates during
forward propagation with the Fetch SmartNIC (FS) signal,
signifying the initiation of a new GPU stage. This triggers
the SmartNIC to execute the Fetch CPU (FC) operation, fetch-
ing the local CPU’s offloaded parameter partition. With the
acquired data, the All-Gather communication operator is ac-
tivated to gather parameters across system nodes. Note that
in this example, we employ bandwidth aggregation, utilizing
All-Gather instead of Broadcast to gather the parameters.

The SmartNIC pipeline keeps track of the current stage,
ensuring seamless progression. On completion of the All-
Gather, the SmartNIC initiates the gather for the second
partition’s parameters. This SmartNIC capability of param-
eter prefetching eliminates the need to wait for the GPU
to complete the forward propagation of the first partition
before initiating the All-Gather for the second partition.

Once the prefetched parameters have been gathered, they
are temporarily buffered on the SmartNIC, waiting for the
GPU to initiate the FS stage signal for the second parti-
tion. Subsequently, the data is forwarded to the GPU for
the next stage of the forward pass. As the data is transmitted
to the GPU, the SmartNIC can execute the next pipeline stage,

prefetching the parameters for the next partition. This sce-
nario assumes that the forward propagation stage is longer
than the communication stage, allowing the SmartNIC to en-
sure that the GPU has initiated the next stage and received all
data before proceeding to the subsequent SmartNIC pipeline
stage. However, there may also be cases where the commu-
nication stage takes longer than the GPU computation stage.
In such instances, the GPU is ready for the next partition’s
forward propagation computation, but the gathered data
is not yet available. Consequently, the GPU will remain in
the FS stage until the SmartNIC has all the necessary data
prepared for forwarding.
During backward propagation, a duplicated parameter

gathering operation is necessary before initiating backward
propagation (Figure 3). This is because, to conserve GPU
memory, the gathered parameters are deleted after the com-
pletion of forward propagation. Consequently, an additional
duplicated parameter gather operation is essential for each
backward propagation step. Following the SmartNIC pipeline,
the parameter gathering for backward propagation is started
once the SmartNIC concludes the parameter gathering com-
munication for the last partition. The SmartNIC will wait
until the GPU fetches the parameters.
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4.2 SmartNIC Buffering Technique
As shown in Figure 3, forward and backward propagation
involve two duplicate parameter-gathering processes. Due
to GPU memory management considerations, the gathered
parameters are deleted after each partition’s forward prop-
agation computation. Consequently, another duplicate pa-
rameter gathered is essential for conducting backward prop-
agation. With increased model size and system scale, com-
munication constitutes a significant portion of the latency.
This duplication in communication may impede the system’s
FLOPs throughput, with GPUs waiting for data to arrive.
Even when using the SmartNIC design, where parameter
All-Gather and gradients Reduce-Scatter overlap, parameter
gathering still consumes a substantial share of the network
bandwidth, potentially compromising the performance of
both communication operators. To address this redundancy,
we introduce the SmartNIC buffering technique.

As illustrated in Figure 8, in the forward propagation
phase, the All-Gather parameter operator is completed by the
SmartNIC, which retains the first partition of the gathered
parameters. The SmartNIC then concurrently forwards these
parameters to the GPU for the first partition’s forward prop-
agation and to the CPU’s allocated memory to temporarily
store the first partition parameters. This process is repeated
until all partition forward propagations are completed.When
the GPU starts backward propagation, the FS stage signals
the SmartNIC to request the required data for backward pass
computation. As the parameters are already buffered locally
on the CPU, the SmartNIC signals the CPU to transfer the
third partition’s parameter data from CPU memory to the
corresponding GPU memory. This process continues until
the backward propagations are all complete. Upon the CPU
sending the parameters to the GPU, the parameter copy is
deleted for reuse in the next iteration. This approach avoids
initiating a new round of communication during backward
propagation, allowing the GPU to fetch parameter data from
the local CPU directly.

5 System Configuration Software
5.1 System Metrics
The large-scale heterogeneous system consists of hardware
components with varying capabilities and power; the con-
necting technologies between these components also differ.
Numerous system configurations may present diverse bot-
tlenecks that restrict overall performance based on different
machine-learning model setups.
To address this, we propose a system configuration soft-

ware. This software, tailored to different system configura-
tions, identifies potential bottlenecks in system components
or connections. It then suggests system and model config-
uration adjustments to minimize bottlenecks and enhance

overall system efficiency. The software utilizes several met-
rics to evaluate system performance, including:
(i) Model Size, (ii) Batch Size, (iii) Data Parallel Process

Number (Model Partition Number), (iv) GPU Computation
Power, (v) CPU Computation Power, (vi) Heterogeneous
Components Connection Configuration.

5.2 Configuration Metrics
Computation Datapath. There is a computational power
and complexity disparity between the GPU and CPU data
paths in heterogeneous training systems. This misaligned
factor can lead to idle periods on the GPU or CPU, wast-
ing computational resources and reducing efficiency. The
GPU computation complexity is O(BΨ), where B is batch size
and Ψ is model parameters. The CPU complexity is O(Ψ)/P,
where P is the number of model partitions. The GPU work-
load increases as the batch size grows, but CPU computation
decreases proportionally with more partitions. In a configu-
ration with a small batch size and few partitions, the CPU
path can have much higher latency, causing the GPU to idle
as the next step cannot start until both paths finish. This
leads to a wastage of valuable GPU computational power.
Configuration software can identify such bottlenecks, offer-
ing recommended configuration thresholds based on various
metrics to eliminate GPU idle time.
Data exchange bandwidth trade-off. Our current sys-

tem configuration assumes a PCIe bandwidth larger than
the network bandwidth. However, design choices and trade-
offs arise when employing advanced network configurations
or different system device connections. In the previous sec-
tion, we introduced the SmartNIC buffer technique to buffer
parameters that require duplicated parameter gather com-
munication. These buffered parameters reside on the local
CPU, and when the GPU requires them, they are transferred
via PCIe. This approach proves advantageous when PCIe
bandwidth surpasses the network bandwidth.

In scenarios where the system utilizes advanced network
connections, such as NVLink, offering a greater bandwidth
than the PCIe setup, the SmartNIC buffer technique may im-
pact system performance and become a bottleneck. Fetching
the same amount of data from the local CPU could incur
higher latency than initiating the network communication
parameter All-Gather. Therefore, the configuration software
can adjust the pipeline to swap the SmartNIC buffer with
the parameter gather communication operation.
Advancements in device connection technologies intro-

duce high-bandwidth connections like NVLink [33] for data
exchange between heterogeneous components such as GPU
and CPU. This benefits the SmartNIC buffer technique, ensur-
ing that data exchange between GPU and CPU does not com-
promise overall system performance. The SmartNIC buffer
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also saves network bandwidth during backward propagation
when the parameter All-Gather and gradients Reduce-Scatter
occur simultaneously. This technique removes parameter
gathering communication by utilizing local GPU-CPU data
transactions, thereby preserving more network bandwidth
for gradients Reduce-Scatter.
System scale and offload engine. The partition num-

ber could largely affect the system performance, depending
on the given training model size. With a small data paral-
lel process number, the size of offloaded partitioned model
states increases, stored on the offload engine. This results in
a larger volume of PCIe data exchange between the offload
engine and the communication device during the parameter
gathering phase, involving fetching partitioned parameters
from the CPU. The potential bottleneck in the communica-
tion phase arises from the latency in PCIe data exchange.
However, as mentioned earlier, advanced device connection
techniques between the GPU and CPU can enhance the data
exchange efficiency between the GPU and offload engine.
Therefore, a small system scale with more parameters of-
floaded onto the offload engine can still provide comparable
performance.

6 Evaluation
This section evaluates the SGC system and demonstrates
that it achieves excellent training efficiency and scalability
for large-scale machine learning model training.

6.1 Experimental Methodology and Setup
The baseline GPU system is built on PyTorch FSDP with CPU
offload engines (ZeRO-Offload), utilizing ZeRO as the data
parallel strategy [61]. The large transformer-based model
follows Meta LLaMA [51]. The recommendation model is
based on the Deep Learning RecommendationModel (DLRM)
[31].
A standard problem in computer architecture research,

especially with respect to large-scale systems, is the lim-
ited access to the target systems under study, in this case,
heterogeneous CPU-GPU-SmartNIC systems with at least
hundreds of nodes. We ensure evaluation accuracy by inte-
grating real-world performance benchmarked parameters
obtained from commercial CPUs, GPUs, and FPGAs- the lat-
ter for prototyping SmartNIC devices- into a cycle-accurate
simulator.

Our experimental methodology consists of the following
steps. First, we profile the ML modeling workflow with the
workload of interest. We measure the timing for each model
phase using a GPU cluster running PyTorch FSDP with open-
source models. The large transformer-based model is based
on Meta LLaMA [29]; the recommendation model follows

DLRM [6]. Next, we decompose the heterogeneous SGC sys-
tem into its homogeneous components—-CPU, GPU, Smart-
NIC, and network—-analyzing their respective tasks and
workloads. We benchmark each component using real-world
hardware under various workload sizes to derive, for each
type of device, its roofline model and latency distribution. For
CPUs we use the Intel(R) Xeon(R) Gold 6226R CPU; for GPUs
the NVIDIA Tesla V100 Tensor Core GPU. For SmartNIC pro-
totyping, we use the AMD Alveo U280 FPGA, configured via
High-Level Synthesis (Vitis HLS). The FPGA is configured
as a SmartNIC utilizing the XUP Vitis Network Example
(VNx) as the network kernel[57]. To benchmark network
performance, we utilize the Open Cloud Testbed (OCT) [34],
which consists of 24 AMD Alveo U280 FPGAs connected via
100 GbE data center switches using QSFP28 passive DAC
cables. We execute collective communication benchmarks
across various data sizes and communication patterns. The
SmartNIC design is implemented using Vitis HLS, leveraging
the user logic integrated within XUP.
Finally, after obtaining real-world performance parame-

ters, we integrate these hardware roofline model benchmarks
(GPU, CPU, smartNIC, network) into our cycle-accurate sim-
ulator. This simulator models large-scale systems by incorpo-
rating ML model phases, workload data sizes, and computa-
tion dependency flows. Each system component is connected
via FIFOs, simulating bandwidth, latency, and contention of
hardware connections. These include bidirectional 32 GBps
PCIe links, GPU kernel launch overhead, software runtime
overhead, microarchitecture-level cycle latency on smart-
NICs, contention for hardware resources and the network
contention, collective communication packet chunking, and
bandwidth and latency for collectives.

To validate the simulator, we conducted experiments with
real heterogeneous (CPU-GPU-FPGA) clusters, ranging in
size from one to eight nodes. Workloads were validated at
multiple levels from single kernel to complete application.
This ensures an accurate correlation between the simulator
and real-world cluster performance.

The GPU system with CPU offload (ordinary NICs) serves
as the baseline. The evaluation figures use the following
abbreviations:
pcie-agg = PCIe bandwidth aggregation enabled
CO = CPU offloading enabled
SN = SmartNIC enabled
SNopti = SmartNIC enabled with optimization techniques.

6.2 Performance
6.2.1 Performance with same system size. Figure 10 illus-
trates the speedup in training latency for a 10 billion pa-
rameter transformer-based model. When the system size
is less than 16 nodes, the model is too large to fit into the
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Figure 10: 10B Model Training Latency Speedup

GPU-only system, as indicated by the OOM label. At this
point, the performance across systems is nearly identical
because the CPU computation data path becomes the bot-
tleneck. With a smaller system size, each CPU data path
handles a heavier workload. As the system scales beyond
16 nodes, the GPU-only system shows improved training
latency compared to the GPU system with an offload engine.
The latter experiences overhead from PCIe data exchange
and inefficiencies due to the boundary between GPUs and
offload engines. By leveraging PCIe bandwidth aggregation,
the speedup increases as the system utilizes every node’s
PCIe bandwidth instead of just one. Also, the parameter All-
Gather communication operator used by pcie-agg requires
less network bandwidth than the parameter Broadcast.
The SGC system, incorporating SmartNIC optimization,

outperforms both the baseline and the GPU-based system.
This improvement becomes more pronounced as the sys-
tem scales up to 256 nodes, achieving a 1.4 × speedup over
the baseline. This improvement is primarily due to higher
SGC system efficiency. The SmartNIC prefetch optimizes
system pipelines by enhancing computation and communi-
cation overlap. Additionally, the SmartNIC buffer reduces
duplicated communication through local PCIe data exchange,
thereby minimizing GPU data waiting time.

Figure 11 presents the training latency speedup for amodel
with 100 billion parameters. With a system size of fewer than
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Figure 12: 16 Node System Training Throughput

16 nodes, the CPU computation data path constrains the
system’s performance. However, as the system scales from 16
to 256 nodes, the SGC system achieves a notable speedup over
the baseline, reaching a 1.6 × speedup. With larger model
sizes, communication and PCIe latency become significant
factors in overall training latency. The SGC system improves
the overlapping of communication and computation stages,
contributing to its enhanced performance.

6.2.2 High Performance with Fewer GPUs. Figure 12 illus-
trates the system’s support for various model sizes with 16
nodes. The GPU-based system is constrained to fitting the
model sizes of less than 10 billion parameters. In contrast,
the SGC system demonstrates the capability to train models
with up to 1 trillion parameters using the same 16-node sys-
tem. Achieving the same capability with a GPU-only system
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would necessitate 320 GPUs just to fit the model for training.
With increasing model sizes, the SGC system achieves higher
training throughput over the baseline, and the GPU-only sys-
tem requires more GPUs to fit the large models.

6.2.3 Support larger model Size with comparable perfor-
mance. Figure 12 indicates that an SGC system with 16 nodes
could support model sizes up to trillions of parameters. As
the model size increases, the SGC system achieves higher
training throughput over the baseline. Also, the SGC system
can train large models with throughput almost equivalent to
that of the GPU-only system. The 16-node GPU-only system
could train up to 10 10-billion size models, but the 16-node
SGC system achieves comparable throughput with a train-
ing model size of 100 billion. This improvement is largely
due to the more efficient pipeline stage overlap and reduced
communication latency.

6.2.4 System Scalability. Figure 13 shows the breakdown
in training latency for the GPU with a CPU offload engine
system. The PyTorch FSDP supports GPU data prefetching,
indicated by comm-comp overlap. For both 10 billion and 100
billion models, as the system scales from 4 nodes to 16 nodes,
there is an increased latency fraction due to communica-
tion and PCIe data exchange. With larger model sizes, data
exchange constitutes a larger portion of the overall execu-
tion time, making it challenging to achieve efficient overlap
between computation and communication.

Figure 9 presents the evaluation of system scalability. The
SGC system exhibits better scalability for both 10-billion and
100-billion model sizes. As the model size increases, SGC
maintains nearly linear training throughput even as the sys-
tem scales up. Notably, for the 100 billion model, the speedup
is even more pronounced, given that communication latency
constitutes a substantial portion of the overall training la-
tency. This aligns with the latency breakdown, highlighting
that SGC achieves better overlapping of communication with
computation and so minimizes system overhead.

For DLRM, the all-to-all communication is used by the em-
bedding layer, which is the system performance bottleneck.
The SGC system maintains the training throughput as the

Figure 14: System Configuration Software with 10B
Model

system scales up and displays a higher throughput than the
baseline system.

6.3 System Software Configuration
As shown in the previous sections, When the CPU computa-
tion path constrains the system’s performance, the benefits of
the SGC system may be limited, as the GPU data path cannot
start the next training iteration until the CPU is completed.
The upper part of Figure 14 illustrates the normalized GPU
data path latency over CPU data path latency. A value less
than 1 indicates that the CPU data path dominates. Both sys-
tem and batch size influence this ratio. As the system scales
up, the CPU data path has a reduced workload. Increasing
the batch size results in a higher computation workload for
the GPU data path. To avoid a CPU computation bottleneck,
we select a system computation configuration with a ratio
greater than 1, allowing the SGC system to provide more
benefits for training performance.

Despite the system’s performance being less constrained
by the CPU data path, as we configure the system on a larger
scale, communication latency increases as additional nodes
are incorporated into the system. The bottom part of Fig-
ure 14 illustrates the ratio of communication latency (in-
cluding the overlapped communication latency) to overall
latency. By combining these two figures, the configuration
software can recommend configurations based on system
and model metrics to achieve higher efficiency and improved
performance.
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6.4 Power Consumption
Figure 15 compares the normalized power consumption across
various systems. As the system scales, the SGC system ex-
hibits lower power consumption. The SmartNIC optimiza-
tion in SGC contributes to power savings, particularly due
to the SmartNIC buffering technique, which replaces net-
work communication with local PCIe data fetch, thereby
reducing network communication workloads. This advan-
tage becomes more pronounced as the system scales up, as
larger sizes increase energy consumption for network data
exchange. Also, the SmartNIC prefetch helps compact the
system pipeline by reducing device data waiting time and
system bubbles, further contributing to power efficiency.

The SGC system introduces higher processing power onto
the smartNIC, potentially increasing its power consumption
and cost. However, as the SGC system improves system effi-
ciency and reduces overall ML workload latency, this design
choice could in fact lower total power consumption. Also, the
current focus for the SGC system is on ML training and infer-
ence without sharing with other tasks. With more flexibility
come interesting issues with network resource contention.

7 Related Work
Parallel strategies are used to train large models at scale
[15, 19, 25, 46–48, 54]. To scale up model training, work
in [4] saves memory from activation by recomputing from
saved checkpoints. Mixed precision [30] has been proposed
to compress models to reduce memory requirements. CPU
memory-based training approaches [7, 16, 18, 23, 37, 41, 43,
53], such as L2L [38], enable multi-billion parameter training
by managing memory usage in the GPU layer by layer. ZeRO-
Offload [42] and ZeRO-Infinity [40] are state-of-the-art for
large model training based on the ZeRO [39] parallel training
strategy. The PyTorch FSDP [61] advanced DDP [28] model
wrapper enables training of large models using PyTorch [36]

SmartNICs have evolved with various powerful comput-
ing resources. Nvidia has introduced DPUs [32] for data
center AI and networking workloads. Broadcom provides
the Stingray SmartNIC [2] with an 8-core ARM CPU and
P4 packet processing engine. Many commercial FPGA-based
SmartNICs have been released [1, 45]. For example, Xilinx

has introduced the Alveo U25 [55] SN1000 [56] SmartNICs
with FPGA programmable logic and ARM core. Intel released
FPGA-based Intel Infrastructure Processing Unit (Intel IPU)
[20] and Intel FPGA SmartNIC [21]. Commercial and re-
search systems have deployed SmartNICs as computation
resources to offload applications [3, 9–11, 17, 22, 44, 59] and
system functions [8, 27, 60]. Related approaches to comput-
ing in the network augment the switch [5, 12–14, 49].

8 Conclusion
We propose a SmartNIC-GPU-CPU heterogeneous system
for large machine learning models training with software-
hardware codesign. The SmartNICs act as an intermediate
layer that seamlessly connects the GPU and CPU. A set of
optimization techniques compacts the system pipeline with
less data waiting and largely overlapping communication
and computation. Additionally, system configuration soft-
ware optimizes the system and model settings with maximal
system efficiency. Evaluation results show that the SGC sys-
tem achieves better training throughput and scalability over
the baseline system.
While our proposed system demonstrates considerable

gains in training large models using a modest GPU cluster,
it is primarily tailored to settings where GPU resources are
limited (e.g., 8–128 nodes). In these scenarios, the SmartNIC-
based design effectively addresses the memory bottleneck
and communication overhead that arise in smaller-scale de-
ployments. However, this approach is not intended to com-
pete with large-scale GPU clusters connected by high-speed
interconnects such as NVLink. Consequently, the primary
contribution of our work is to enable data scientists and or-
ganizations with limited GPU resources to train models that
exceed the capacity of GPU high-bandwidth memory, rather
than to provide a one-size-fits-all solution for ultra-large-
scale high-performance clusters.
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