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Abstract
Sparse Matrix-Matrix Multiplication (SpMM) plays a critical
role in high-performance computing and applications like
Graph Neural Networks (GNNs). However, due to the spar-
sity and irregularity of real-world data, optimizing SpMM
performance on modern GPUs has remained a significant
challenge. Existing methods often involve trade-offs between
load balancing and hardware utilization, making it difficult
to efficiently handle both long and short rows in sparse ma-
trices.
To address these issues, we propose HR-SpMM, a light-

weight framework based on adaptive row partitioning and
hybrid kernel design. HR-SpMM divides sparse matrix rows
into two categories: long rows and short rows, leveraging
Tensor Cores and CUDA Cores, respectively, to optimize
computational efficiency. Long rows are further partitioned
into fixed-size blocks to fully align with the hardware char-
acteristics of Tensor Cores, while short rows adopt a flexible
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tiling strategy to maximize thread-level parallelism. Addi-
tionally, the framework introduces auxiliary arrays for effi-
cient indexing and offset management, significantly reducing
preprocessing overhead. We used the DLMC(Deep Learning
Matrix Collection) and SuiteSparse datasets, and compared
HR-SpMM with SOTA. Our method achieves an average
speedup of 2.05 times over cuSPARSE, 2 times over the latest
Tensor Core-based TC-GNN, and 1.25 times over Sputnik.
Additionally, while ensuring acceleration, we keep the pre-
processing overhead extremely low, averaging only 12% of
Sputnik’s preprocessing cost.
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1 Introduction
Sparse matrix-matrix multiplication (SpMM) [13] is a criti-
cal operation in various high-performance computing and
machine learning applications, particularly in graph neural
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networks (GNNs) [22]. In GNNs, SpMM dominates computa-
tional workloads during training and inference, especially
in the aggregation phase, where node features are propa-
gated and combined across graph structures [28]. Despite
its importance, SpMM remains challenging to optimize on
modern GPUs due to the inherent irregularity and sparsity
of real-world data. The uneven distribution of non-zero ele-
ments across rows and columns often leads to imbalanced
workloads, inefficient GPU resource utilization, and signifi-
cant performance bottlenecks [12, 24]. Optimizing SpMM is
thus key to improving computational throughput and mem-
ory efficiency, enabling faster data processing in resource-
constrained environments.

Modern GPUs provide two main computational resources:
CUDA cores [11, 14, 18], which are versatile and better
suited for sparse matrix computations, and Tensor Cores
[27], which deliver high throughput for dense matrix multi-
plication. While Tensor Cores have shown immense promise
in accelerating dense computations, their efficiency in sparse
workloads is significantly hindered by the need for uniform,
structured input data. This limitation creates a computational
gap when dealing with sparse matrices, where most of the
matrix elements are zeros, rendering Tensor Cores underuti-
lized. On the other hand, CUDA cores, while more flexible
for handling sparsity, often lack the computational density
to fully exploit the hardware throughput offered by GPUs
for larger, denser regions of data. Consequently, designing
an efficient SpMM framework capable of leveraging both
computational resources remains a pressing challenge.
In existing SpMM kernels, one row of a sparse matrix

is typically allocated to a warp (a group of 32 threads on
NVIDIA GPUs), with each non-zero element processed by
a single thread [4]. However, this approach encounters sig-
nificant inefficiencies due to the irregular distribution of
non-zero elements across rows.
We divide rows into two categories: short rows, which

contain fewer than 64 nonzero elements and are processed
by CUDA cores, and long rows, which contain 64 or more
nonzero elements and are processed by tensor cores.
We chose the threshold of 64 nonzero elements based

on the architectural characteristics of tensor cores and the
thread-level parallelism of GPUs. Tensor cores operate on
fixed-size input blocks, typically multiples of 8× 8× 8, which
makes 64 (i.e., 8 × 8) and its multiples a natural fit for split-
ting sparse rows. This choice ensures that long rows can be
efficiently processed in aligned blocks, fully utilizing the com-
putational density of tensor cores while minimizing padding
and fragmentation overhead. Additionally, the CUDA kernels
we use perform well on rows with fewer than 64 nonzero
elements.

Figure 1: Distribution of average Row Lengths and Row
Length in Sparse Matrices from DLMC and SuiteSparse
Datasets.

As shown in Figure 1 (left), we analyzed 1,000 randomly
selected matrices from the DLMC(Deep Learning Matrix Col-
lection) and SuiteSparse datasets. The results indicate that
most matrices have an average row length of fewer than 64,
with only a small portion exceeding this threshold. Figure 1
(right) shows that 89% of rows have fewer than 64 nonzero
elements, while the remaining rows exceed 64. Moreover,
rows with fewer than 32 nonzero elements account for 79%.
A large number of short rows reduce computational resource
utilization because hardware threads may remain idle for
extended periods when processing these rows, leading to sig-
nificant performance losses. Additionally, the small fraction
of long rows is another critical factor affecting performance.
Some of these rows even contain thousands of nonzero el-
ements, causing severe load imbalance among warps, as a
single warp is forced to process too many nonzero elements,
reducing parallel efficiency [4].
This analysis highlights that the uneven distribution of

nonzero elements across rows (characterized by the coex-
istence of extremely short and extremely long rows) is a
major factor limiting SpMM performance. Therefore, design-
ing more efficient SpMM kernels must prioritize addressing
the performance impact of both short and long rows.

To address these shortcomings, we propose HR-SpMM, a
hybrid SpMM framework that combines fine-grained row
partitioning with efficient GPU resource utilization. Sparse
rows are divided into two categories: long rows and short
rows. Long rows with 64 or more non-zero elements are
further subdivided into fixed-size segments of 64 non-zero
elements (and their multiples), ensuring an efficient match
with Tensor Core requirements. The remaining portion of
long rows is processed together with short rows using CUDA
Cores, employing a flexible tiling strategy to maximize warp-
level parallelism. This approach not only avoids fragmenta-
tion but also ensures a balanced workload between Tensor
Cores and CUDA Cores. Furthermore, HR-SpMM introduces
a lightweight preprocessing step using one auxiliary array
for indexing and offset management, significantly reducing
overhead compared to prior methods. By efficiently address-
ing both short and long rows, HR-SpMM achieves superior
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load balancing, minimizes resource underutilization, and
delivers enhanced performance for a wide range of sparse
matrix patterns.

2 Background
In this section, we present background information on sparse
matrices in Graph neural Networks (GNNS), computational
kernels, sparsematrixmultiplication (SpMM), the Compressed
Sparse Row (CSR) format for sparse matrix representation,
and recent advances in dealing with sparse matrices.

2.1 Sparse Matrix-Matrix Multiplication
(SpMM)

In deep learning and computer science, SpMM typically
refers to Sparse Matrix Multiplication [13]. Sparse Matrix
Multiplication is a crucial problem in computer science and
numerical computation, especially when dealing with large-
scale data and machine learning applications. SpMM algo-
rithms aim to improve the efficiency of sparse matrix multi-
plication by reducing unnecessary computations and focus-
ing only on non-zero elements, thereby optimizing the use
of computing resources. With the rapid development of big
data and artificial intelligence, there has been an increasing
demand across various fields for efficient sparse matrix multi-
plication. Therefore, the research and optimization of SpMM
algorithms have become important research directions.
Sparse matrix-matrix multiplication (SpMM) is a critical

operation in many high-performance computing and ma-
chine learning applications. It involves the multiplication of
a sparse matrix A with a dense matrix B, resulting in a dense
matrix C. While efficient on dense matrices, GPU accelera-
tion of SpMM is challenging due to the irregular distribution
of non-zero elements in sparse matrices, leading to imbal-
anced workloads and inefficient memory access patterns.
These issues significantly impact performance, especially in
graph-related tasks such as graph neural networks (GNNs),
where SpMM is a core operation.

Many researchers are dedicated to proposing more effi-
cient SpMM algorithms to address the computational chal-
lenges posed by large-scale sparse matrices. These algo-
rithms typically integrate hardware features, parallel comput-
ing, and optimization techniques to enhance computational
speed and efficiency. Many independent SpMM studies have
achieved better performance than cuSPARSE [18](NVIDIA’s
official math library), but they are not applicable to main-
streamGNN computing frameworks. ASpT [14] utilizes dense
matrix data and requires a special sparse format composed
of CSR and additional arrays to explicitly mark the positions
of locally-dense blocks explicitly. TLPGNN [10] divides GNN
computations into two levels, adopting a hybrid dynamic

load balancing method to address load imbalance issues. GE-
SpMM [15], based on GPU hardware, optimizes the reuse of
sparse row data in the row-partitioning algorithm through
shared memory, thereby improving parallel performance of
SpMM by reducing memory transactions [30].

2.2 Graph Neural Networks (GNNs)
Graph neural networks (GNNs) have emerged as a powerful
tool for learning from graph-structured data, with applica-
tions spanning recommendation systems, molecular prop-
erty prediction, and social network analysis [19, 25, 26]. A
key operation in GNNs is the aggregation of node features,
where information is propagated across graph edges to up-
date node embeddings [9, 16]. This process involves sparse
matrix-matrix multiplication (SpMM), where a sparse adja-
cency matrix A is multiplied by a dense feature matrix B to
generate the updated feature matrix C.

The efficiency of SpMM is crucial for GNNs, as it directly
impacts the computational cost of both training and infer-
ence [20, 27, 29]. However, the irregular sparsity patterns
of real-world graphs, such as power-law distributions of
node degrees, pose significant challenges for achieving high
parallel efficiency on modern GPUs.

2.3 GPU Computation Cores
CUDACores are the general-purpose compute units in NVIDIA
GPUs, designed to handle a wide range of arithmetic and
logical operations [1]. Each CUDA Core is a simple scalar
processor capable of executing individual threads in paral-
lel. On GPUs, threads are organized into warps, with each
warp consisting of 32 threads that execute instructions in
lockstep. This warp-based execution model allows CUDA
Cores to provide high parallelism and efficient utilization of
GPU resources for a variety of computational workloads.

Figure 2: Operations of SpMM in CUDA Cores and
GEMM in Tensor Cores.
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Figure 2 (left) shows the operations of SpMM in CUDA
Core. In sparse matrix-matrix multiplication (SpMM), CUDA
Cores play a critical role due to their flexibility in handling
irregular sparsity patterns. Typically, one row of a sparse
matrix is assigned to a warp, with each thread processing a
single non-zero element. This thread-to-element mapping
ensures that irregular data distributions in sparse matrices
can be processed efficiently, even if rows have varying num-
bers of non-zero elements. For rows with fewer non-zero
elements, CUDA Cores avoid the padding overhead that
Tensor Cores would require, making them better suited for
handling short rows or sparse regions of the matrix.

The strength of CUDACores lies in their ability to dynami-
cally adapt to varying sparsity levels and irregular data struc-
tures, which are common in real-world applications such
as graph neural networks (GNNs). CUDA Cores efficiently
manage the irregular computations that arise in SpMM op-
erations, ensuring balanced utilization of GPU hardware.
Tensor Cores are specialized computational units devel-

oped by NVIDIA, first introduced in the Volta GPU archi-
tecture, and subsequently included in Turing, Ampere, and
Hopper architectures [5, 17, 21]. These cores are designed
to accelerate matrix computations, which are critical for
applications in machine learning, deep learning, and scien-
tific computing. Figure 2 (right) illustrates the operations of
GEMM in Tensor Core. Tensor Cores operate on fixed-size
matrix fragments, such as 16×8×8 inmixed-precision formats,
performing fused multiply-add operations in the form D = A
× B + C [23]. They achieve high computational throughput by
combining multiple lower-precision arithmetic operations
into a single instruction cycle, allowing for efficient execu-
tion of matrix multiplication and accumulation tasks. Sup-
ported data types include FP16, BF16, TF32, and INT formats,
which balance precision and speed for tasks such as training
and inference in deep neural networks [8]. By working at
the warp level (32 threads), Tensor Cores deliver substantial
performance improvements over traditional CUDA cores,
particularly in dense matrix multiplication. However, their
efficiency relies on structured and aligned data, which makes
their use in irregular workloads like sparse matrix operations
challenging. Nonetheless, their ability to handle structured
fragments with minimal overhead has made them a critical
hardware feature for accelerating large-scale computations.

2.4 CSR
The sparse matrix representation is in COO format, but COO
format has certain limitations in terms of storage and compu-
tational efficiency in SpMM operations. Therefore, it is con-
verted to the CSR (Compressed Sparse Row) format, which
is widely adopted due to its compactness and efficiency [13].

Figure 3: The sparse matrix (left) and its CSR represen-
tation (right).

As shown in Figure 3, in the CSR format, three one-dimensional
arrays are used to represent a sparse matrix: 1. Row_Ptr: This
array contains the starting offset positions of the first ele-
ment of each row. 2. Col_Ind: This array contains the column
indices corresponding to the elements in the values array. 3.
Values array: This array contains all the non-zero elements
of the matrix.

3 Related Works And Motivation
Sparse matrix-matrix multiplication (SpMM) has been the
focus of extensive research due to its critical role in graph
neural networks (GNNs), scientific computing, and other do-
mains. Existing methods primarily address the challenges of
irregular sparsity, load imbalance, and efficient hardware uti-
lization by optimizing data representation, workload sched-
uling, and GPU kernel designs.

One line of work focuses on designing efficient data struc-
tures for sparsematrices, such as the Compressed Sparse Row
(CSR) format and its variants. While CSR is highly memory
efficient and widely used, it struggles to balance workloads
on GPUs due to the irregular distribution of non-zero ele-
ments across rows. To address this, formats like Compressed
Sparse Blocks (CSB) and Hybrid CSR-COO have been pro-
posed, which improve memory coalescing and hardware
efficiency [2, 3, 6, 7]. However, these methods often incur ad-
ditional preprocessing costs and lack flexibility in handling
both short and long rows effectively.

Another line of research emphasizes workload scheduling
to reduce load imbalance during SpMM execution [11]. For
example, Sputnik introduces the Row Offset Modification
Algorithm (ROMA) to redistribute computation by reorder-
ing sparse matrix rows, while dynamic row tiling assigns
rows with fewer non-zero elements to smaller thread groups.
Although these approaches effectively balance workloads
and improve CUDA core utilization, they often introduce
significant overhead for matrix reordering and fail to fully
leverage Tensor Cores for acceleration.

Recent work has also leveraged Tensor Cores to implement
SpMM. For instance, TC-GNN is the first and most recent
framework to adopt a Tensor Core strategy for SpMM [27].
It converts sparse matrices into dense submatrices to take
advantage of Tensor Core acceleration, achieving significant
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performance improvements in GNN training and inference.
However, the preprocessing overhead required to generate
dense submatrices and the padding needed to align rows
with fixed tile sizes remain major challenges.

While existing methods have made substantial progress,
they often fail to simultaneously address the combined chal-
lenges of irregular sparsity and load imbalance introduced
by short and long rows. To overcome these limitations, we
propose HR-SpMM, a lightweight hybrid framework that
divides sparse rows into short and long categories based
on their non-zero counts. By assigning long rows to Tensor
Cores and short rows to CUDA Cores, HR-SpMM achieves
a balanced workload distribution, minimizes preprocessing
overhead, and maximizes hardware utilization. Unlike pre-
vious approaches that rely on computationally expensive
preprocessing to densely pack non-zero elements from mul-
tiple rows, HR-SpMM transforms a single long row into a
matrix and directly assigns it to Tensor Cores, further reduc-
ing overhead and improving efficiency.

Our contribution is as follows:
1. Accelerated Performance: HR-SpMM achieves signifi-

cant performance improvements by utilizing a hybrid frame-
work that combines Tensor Cores for long rows (with 64 or
more non-zero elements) and CUDA Cores for short rows
(with fewer than 64 elements). This results in an average
speedup of 2.05x over cuSPARSE, 2x over TC-GNN, and
1.25x over Sputnik.

2. Hybrid Framework for Efficient GPU Utilization: The
framework efficiently divides sparse rows into two categories
(long and short rows) and assigns them to different compu-
tational units. Long rows are processed using Tensor Cores,
while short rows are processed by CUDA Cores. This im-
proves resource utilization and enhances computational effi-
ciency.
3. Optimized Memory and Computational Resource Uti-

lization: HR-SpMM also optimizes memory and computa-
tional resources by reducing unnecessary memory transfers
and latency. Through effective memory management tech-
niques such as shared memory and efficient data loading,
the framework reduces overhead and ensures better memory
bandwidth utilization.

4 HR-SpMM Design
HR-SpMM is a lightweight hybrid framework designed to ad-
dress the challenges of irregular sparsity and load imbalance
in sparse matrix-matrix multiplication (SpMM). The key idea
is to partition sparse rows into short rows and long rows
based on their non-zero counts, with long rows assigned
to Tensor Cores and short rows processed by CUDA Cores.
This design ensures efficient utilization of GPU hardware
resources while minimizing preprocessing overhead.

4.1 Row Partitioning
The first step in HR-SpMM is partitioning the sparse matrix
rows into two categories:

Figure 4: Sparse Matrix Row Partitioning: Long Rows
and Short Rows.

As shown in Figure 4, the original sparse matrix is divided
into two parts during preprocessing:
Long Rows: Rows containing 64 or more non-zero ele-

ments (aligned to multiples of 64). For example, in the figure,
rows with indices 0, 1, and 3 are classified as long rows,
where their non-zero elements are grouped into chunks of
64 or more. Notably, to achieve load balancing, we set the
maximum length of a long row to 256 non-zero elements. In
other words, if a long row contains 320 non-zero elements,
we divide it into two long rows: one with 256 non-zero ele-
ments and the other with 64 non-zero elements, and handle
them using atomic addition.

Short Rows: Rows containing fewer than 64 non-zero ele-
ments, such as the row with index 2, as well as the remain-
ing elements from long rows that do not form complete
64-element chunks, like the leftover elements from the row
with index 3.

After partitioning the sparse matrix into long rows and
short rows, an auxiliary array, New Row Index, is introduced
to efficiently manage the computation. This array maps the
original row indices to their corresponding positions in the
partitioned structure. For example:

In the figure 4, original row index 0 is mapped to new row
index 0 in the long rows. Row index 3 is split into two parts:
the long row part maps to new row index 3 in the long rows,
while the short row part maps to new row index 3 in the short
rows. The offsets for processing the non-zero elements are
not explicitly stored, as they can be inferred during runtime
based on the structure of the partitioned matrix.

As illustrated in Algorithm 1, the preprocessing is straight-
forward, with a time complexity of O(N), where N is the
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Figure 5: HR-SpMM Overview: Flowchart of Adaptive Row Partitioning and Hybrid Kernel Design for Sparse
Matrix Optimization.

number of rows in the matrix. This process involves ex-
tracting the necessary metadata and iterating through the
Row_Ptr array of the CSR format. During the calculation of
the New Row Index, the offsets for the partitioned rows are
also computed simultaneously. This lightweight preprocess-
ing ensures minimal overhead while effectively preparing
the matrix for efficient computation.

4.2 Design Overview of HR-SpMM
As shown in Figure 5, this is the overall design of our frame-
work. The sparse matrix A is preprocessed and partitioned
into two parts: long rows and short rows, which are handled
by different kernels.

4.2.1 Design for Long Rows. We first introduce the process-
ing of long rows. Due to image size constraints, 64 non-zero
elements are assigned to a single thread block for process-
ing, forming a matrix with 4 elements. Each sparse row is
transformed into a smaller dense matrix. Once the vectors
are transformed into matrices, these transformed matrices
are passed to the Tensor Core to perform accelerated GEMM
(General Matrix Multiplication) operations.

In our implementation, we utilize the 8 × 8 × 8 block size
as a logical unit of computation for Tensor Core operations.
While Tensor Cores on Ampere GPUs officially support a
minimum MAC(Matrix Multiply and Accumulate) instruc-
tion size of 16 × 8 × 8, the use of 8 × 8 × 8 arises from the
need to better align with the irregular sparsity patterns of
the input matrix. Specifically, when handling sparse rows
with uneven non-zero distributions, smaller block sizes such
as 8 × 8 × 8 allow for more fine-grained mapping of non-
zero elements to Tensor Core operations, minimizing the
computational waste caused by padding. At the same time,
we use shared memory to optimize global memory access
and reduce data movement overhead. This design choice
ensures efficient utilization of Tensor Core resources while
preserving compatibility with the underlying hardware’s
MAC instructions. Furthermore, the subdivision of larger
operations into smaller blocks facilitates parallelism within
thread blocks, enabling warps to collaborate effectively and
accumulate intermediate results for sparse matrix computa-
tions.
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Algorithm 1: Parallel Preprocessing
1 Input: Row_Ptr
2 Output: New_Row_Index
3 target_row;
4 𝑛𝑛𝑧 =

𝑅𝑜𝑤_𝑃𝑡𝑟 [𝑡𝑎𝑟𝑔𝑒𝑡_𝑟𝑜𝑤 + 1] − 𝑅𝑜𝑤_𝑃𝑡𝑟 [𝑡𝑎𝑟𝑔𝑒𝑡_𝑟𝑜𝑤];
5 𝑆ℎ𝑜𝑟𝑡_𝑅𝑜𝑤_𝐹𝑙𝑎𝑔 = (𝑛𝑛𝑧%64) > 0;
6 𝐿𝑜𝑛𝑔_𝑅𝑜𝑤_𝐹𝑙𝑎𝑔 = (𝑛𝑛𝑧 > 64);
7 𝑆ℎ𝑜𝑟𝑡_𝑅𝑜𝑤_𝑃𝑟𝑒 𝑓 𝑖𝑥_𝑆𝑢𝑚 =

𝑝𝑟𝑒 𝑓 𝑖𝑥_𝑠𝑢𝑚(𝑆ℎ𝑜𝑟𝑡_𝑅𝑜𝑤_𝐹𝑙𝑎𝑔);
8 𝐿𝑜𝑛𝑔_𝑅𝑜𝑤_𝑃𝑟𝑒 𝑓 𝑖𝑥_𝑆𝑢𝑚 =

𝑝𝑟𝑒 𝑓 𝑖𝑥_𝑠𝑢𝑚(𝐿𝑜𝑛𝑔_𝑅𝑜𝑤_𝐹𝑙𝑎𝑔);
9 if 𝑆ℎ𝑜𝑟𝑡_𝑅𝑜𝑤_𝐹𝑙𝑎𝑔 > 0 then

10

𝑁𝑒𝑤_𝑅𝑜𝑤_𝐼𝑛𝑑𝑒𝑥_𝑠ℎ𝑜𝑟𝑡 [𝑆ℎ𝑜𝑟𝑡_𝑅𝑜𝑤_𝑃𝑟𝑒 𝑓 𝑖𝑥_𝑆𝑢𝑚] =
𝑡𝑎𝑟𝑔𝑒𝑡_𝑟𝑜𝑤 ;

11 end
12 if 𝐿𝑜𝑛𝑔_𝑅𝑜𝑤_𝐹𝑙𝑎𝑔 > 0 then
13

𝑁𝑒𝑤_𝑅𝑜𝑤_𝐼𝑛𝑑𝑒𝑥_𝑙𝑜𝑛𝑔[𝐿𝑜𝑛𝑔_𝑅𝑜𝑤_𝑃𝑟𝑒 𝑓 𝑖𝑥_𝑆𝑢𝑚] =
𝑡𝑎𝑟𝑔𝑒𝑡_𝑟𝑜𝑤 ;

14 end

The SpMM algorithm processes a sparse row vector A[i:]
and a dense column vector B[:j]. These vectors are reshaped
into operand matrices: the sparse row becomes a row-major
matrix, and the dense column becomes a column-major ma-
trix. This transformation reformulates the dot product oper-
ation into blocked matrix-matrix multiplication. The Tensor
Core performs MAC (Matrix Multiply-Accumulate) instruc-
tions on these matrices, generating intermediate results in
the form of partial output matrices. The final result is ob-
tained by aggregating the diagonal elements of the output
matrices through a trace operation, optimized with warp
shuffle for parallel reduction.
To efficiently process rows, each thread block handles ei-

ther a full sparse row or a segment of it, depending on the row
length. Since we set the row length to 64 and its multiples,
long rows are split into segments of 64 non-zero elements,
and each segment is assigned to a thread block. All warps
within the block collaborate to execute MAC operations. The
sparse row segments are loaded from global memory in CSR
format and stored in shared memory, allowing fast access
by all warps in the block. Similarly, the dense column vec-
tors are compressed and stored in shared memory to reduce
memory access overhead.
As shown in Figure 5, the sparse row 0 contains 5 non-

zero elements. To better illustrate, we have assumed that a
block contains only 4 threads, so during the preprocessing
phase, we divide it into a long-row part and a short-row

part. The long-row part requires MAC (Matrix Multiply and
Accumulate) operations. The intermediate results are stored
in accumulator fragments and aggregated through tracking
operations to compute the final result. Then, the results are
merged in shared memory using Atomic Add with the cor-
responding results from the short-row part. The final result
is accumulated into global memory to ensure correctness
when merging outputs from multiple thread blocks. Sparse
row 4 already contains 4 non-zero elements, which can form
a matrix. Therefore, we directly perform the MAC operation
on it, and then use the same method to obtain the final result.
Of course, this operation is performed in parallel with row 0,
and it does not require Atomic Add.

Algorithm 2: Tensor Core Utilization in SpMM Ker-
nel

1 Input: Row_Ptr, New_Row_Index
2 Output: Dense Output Matrix C
3 𝑡𝑎𝑟𝑔𝑒𝑡_𝑟𝑜𝑤 = New_Row_Index[𝑟𝑜𝑤_𝑖𝑑𝑥];
4 𝑟𝑜𝑤_𝑠𝑡𝑎𝑟𝑡 = Row_Ptr[𝑡𝑎𝑟𝑔𝑒𝑡_𝑟𝑜𝑤];
5 𝑡𝑜𝑡𝑎𝑙_𝑛𝑛𝑧 = Row_Ptr[𝑡𝑎𝑟𝑔𝑒𝑡_𝑟𝑜𝑤 + 1] − 𝑟𝑜𝑤_𝑠𝑡𝑎𝑟𝑡 ;
6 𝑝𝑎𝑟𝑡_𝑛𝑛𝑧 = ⌊𝑡𝑜𝑡𝑎𝑙_𝑛𝑛𝑧/64⌋ × 64;
7 𝑛𝑛𝑧 = min(𝑝𝑎𝑟𝑡_𝑛𝑛𝑧, 256);
8 𝑟𝑜𝑤_𝑠𝑡𝑎𝑟𝑡 = 𝑟𝑜𝑤_𝑠𝑡𝑎𝑟𝑡 + (blockIdx.x

mod (𝑡𝑜𝑡𝑎𝑙_𝑛𝑛𝑧/64)) × 64;
9 𝑏𝑢𝑓 𝑓 𝑒𝑟_𝑜 𝑓 𝑓 𝑠𝑒𝑡 = 0;

10 𝑜𝑢𝑡𝑝𝑢𝑡_𝑜 𝑓 𝑓 𝑠𝑒𝑡 = output_col_start;
11 for 𝑡𝑖𝑙𝑒 = output_col_start to output_col_end − 1 by

tilewidth do
12 𝑐_𝑡𝑖𝑙𝑒 = 0;
13 // Load sparse row and dense matrix column into

shared memory
14 load.memory(𝑆, 𝐷, shared_memory);
15 𝑏_𝑡𝑖𝑙𝑒 = 𝐵.reshape_k8n8T;
16 for 𝑓 𝑟𝑎𝑔 = 0 to num_fragments − 1 do
17 𝑎_𝑡𝑖𝑙𝑒 = 𝐴[frag : frag + 1] [0 :

Block_Size − 1] .reshape_m16k8;
18 𝑐_𝑡𝑖𝑙𝑒 = 𝑐_𝑡𝑖𝑙𝑒 + 𝑎_𝑡𝑖𝑙𝑒 × 𝑏_𝑡𝑖𝑙𝑒;
19 end for
20 output_buffer[𝑏𝑢𝑓 𝑓 𝑒𝑟_𝑜 𝑓 𝑓 𝑠𝑒𝑡] = trace(𝑐_𝑡𝑖𝑙𝑒);
21 𝑏𝑢𝑓 𝑓 𝑒𝑟_𝑜 𝑓 𝑓 𝑠𝑒𝑡 = 𝑏𝑢𝑓 𝑓 𝑒𝑟_𝑜 𝑓 𝑓 𝑠𝑒𝑡 + tilewidth;
22 end for
23 AtomicAdd(𝐶 [target_row] [output_offset],
24 warp_reduce_sum(output_buffer));

4.2.2 Design for Short Rows. OurCUDAkernel design draws
inspiration from Sputnik’s subwarp tiling approach [11], en-
abling each warp to collaboratively process short rows or
multiple rows of the sparse matrix. By treating the warp as
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the basic computation unit, threads within the warp coop-
erate to load data, perform calculations, and optimize mem-
ory access patterns, reducing synchronization overhead and
maintaining load balance while fully utilizing GPU resources.
For short rows, we leverage a combination of subwarp tiling
and residue unroll techniques to achieve efficient computa-
tion and load balancing. Subwarp tiling divides a warp into
smaller subsets of threads, or subwarps, each responsible
for processing one or more short rows, ensuring that sparse
rows with fewer non-zero elements are efficiently distributed
across threads to avoid underutilization. For cases where non-
zero elements cannot be evenly divided among subwarps,
the residue unroll technique dynamically allocates threads to
process the remaining elements, minimizing branching over-
head and improving thread utilization. Intermediate results
are stored in shared memory to reduce latency, and the final
results for short rows are written directly to global memory.
For the remaining parts of long rows, Atomic Add is used to
accumulate intermediate results into global memory.

As shown in Figure 5, the remaining part of the long row
at index 0 is marked as a short row, and indices 0, 1, and 2
are assigned to a single thread block for processing. Since
we assume that a thread block contains only four threads,
index 3 is assigned to another thread block. The result of the
short row at index 0 is then accumulated with the result of
the long row at index 0 using an atomic addition. Although
the atomic addition introduces a certain amount of overhead,
our method effectively achieves load balancing.

4.3 HR-SpMM Kernel
As shown in Algorithm 2, the Long Row Algorithm is an op-
timized sparse matrix-dense matrix multiplication algorithm,
primarily designed for efficiently computing the matrix prod-
uct of long rows. First, the target row to be processed is
selected, and the number of non-zero elements in the row
is calculated using the row pointers and row indices from
the input sparse matrix. Then, the row is divided into multi-
ple blocks, with each block processed by a thread block to
ensure appropriate workload distribution. In lines 13 and
14, each thread block loads the sparse matrix row data and
the dense matrix column data into shared memory, utilizing
Tensor Cores for efficient matrix multiplication. Finally, the
computation results are stored in the local buffer in shared
memory, and after completion, the results are accumulated
into the global output matrix C at the corresponding posi-
tions using atomic add operations, ensuring data consistency
during parallel computations. The overhead of transforming
a row into a matrix is very small and can be neglected.

As shown in algorithm 3, since Sputnik’s method is partic-
ularly suitable for our method, we use its method to deal with
our rows part less than 64, the first 5 lines, we use ROMA

algorithm to compute the index and nnz, and then, in lines
6 through 12, using 1D Tiling technique and residue unroll,
Each thread block loads the relevant data of sparse matrix
A and dense matrix B into shared memory and computes
it to optimize memory access and improve computational
efficiency. Finally, for the remaining elements of the long
line, we use AtomicAdd in shared memory, and for the short
line, we write it directly into the output matrix C. Through
these techniques, the algorithm can significantly improve
the computational efficiency when dealing with sparse matri-
ces, especially in deep learning applications, and can greatly
improve the computational performance of sparse matrices.

Algorithm 3: Cuda Core Utilization in SpMM Kernel
1 Input: New_Row_Index, m_idx, Row_Ptr
2 Output: Dense Output Matrix C
3 𝑡𝑎𝑟𝑔𝑒𝑡_𝑟𝑜𝑤 = 𝑁𝑒𝑤_𝑅𝑜𝑤_𝐼𝑛𝑑𝑒𝑥 [𝑚_𝑖𝑑𝑥];
4 𝑛𝑛𝑧 = (𝑅𝑜𝑤_𝑃𝑡𝑟 [𝑡𝑎𝑟𝑔𝑒𝑡_𝑟𝑜𝑤 + 1] −

𝑅𝑂𝑀𝐴(𝑅𝑜𝑤_𝑃𝑡𝑟 [𝑡𝑎𝑟𝑔𝑒𝑡_𝑟𝑜𝑤]))%64;
5 𝑟𝑜𝑤_𝑠𝑡𝑎𝑟𝑡 = 𝑅𝑜𝑤_𝑃𝑡𝑟 [𝑡𝑎𝑟𝑔𝑒𝑡_𝑟𝑜𝑤 + 1] − 𝑛𝑛𝑧;
6 𝑐_𝑡𝑖𝑙𝑒 = Tile1D(init_to=0);
7 while 𝑛𝑛𝑧 > 0 do
8 𝑎_𝑡𝑖𝑙𝑒 = LoadTileShared(𝐴);
9 𝑏_𝑡𝑖𝑙𝑒 = LoadTileShared(𝐵);

10 𝑐_𝑡𝑖𝑙𝑒 = 𝑐_𝑡𝑖𝑙𝑒 + 𝑎_𝑡𝑖𝑙𝑒 × 𝑏_𝑡𝑖𝑙𝑒;
11 𝑛𝑛𝑧 = 𝑛𝑛𝑧 − 𝑘𝑈𝑛𝑟𝑜𝑙𝑙 ;
12 end while
13 if

𝑅𝑜𝑤_𝑃𝑡𝑟 [𝑡𝑎𝑟𝑔𝑒𝑡_𝑟𝑜𝑤+1]−𝑅𝑜𝑤_𝑃𝑡𝑟 [𝑡𝑎𝑟𝑔𝑒𝑡_𝑟𝑜𝑤] ≥
64 then

14 AtomicAdd(𝐶 [𝑡𝑎𝑟𝑔𝑒𝑡_𝑟𝑜𝑤], 𝑐_𝑡𝑖𝑙𝑒);
15 else
16 Add(𝐶 [𝑡𝑎𝑟𝑔𝑒𝑡_𝑟𝑜𝑤], 𝑐_𝑡𝑖𝑙𝑒);
17 end

5 Evaluation
5.1 Experiment Setup
Datasets:To comprehensively evaluate the proposed SpMM
kernel, we selected 388 datasets from the publicly available
Deep Learning Matrix Collection (DLMC) and SuiteSparse
datasets. These datasets exhibit significant differences in
size, sparsity, and structural characteristics, covering various
real-world application scenarios and effectively testing the
algorithm’s performance under different conditions.

The DLMC dataset includes sparse matrices collected from
deep neural networks, such as Transformer models. These
networks utilize various sparsification and pruning tech-
niques during training and inference to improve efficiency
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Figure 6: Comparison of HR-SpMM’s Overall Performance with cuSPARSE, TC-GNN, and Sputnik

and reduce computational overhead. The sparsification tech-
niques include: L0_regularization, Magnitude_pruning, Ran-
dom_pruning, Variational_dropout.

SuiteSparse is a widely-used collection of sparse matrices
from real-world applications, designed for benchmarking
and evaluating sparse matrix algorithms. It includes matri-
ces from diverse fields such as structural engineering, cir-
cuit simulation, image processing, optimization, and graph
analysis. The matrices vary significantly in size, sparsity,
and structural complexity, ranging from small-scale prob-
lems to large-scale ones with millions of rows. SuiteSparse
serves as a valuable resource for testing the performance
and scalability of algorithms like Sparse Matrix-Matrix Mul-
tiplication (SpMM), sparse linear solvers, and graph-based
computations. Its diversity and real-world relevance make
it an essential benchmark for researchers and developers
working on sparse matrix algorithms.

By conducting experiments on the DLMC and SuiteSparse
datasets, we effectively validated the performance and adapt-
ability of the SpMM kernel for handling sparse matrices and
graph data, providing critical insights for optimizing graph
neural networks and addressing sparsity challenges.

Baselines:We compared the performance of HR-SpMM
with state-of-the-art parallel SpMM implementations, includ-
ing Sputnik, cuSPARSE, and TC-GNN. Below is an introduc-
tion to these methods:
Sputnik (Sparse GPU Kernels for Deep Learning) [11]:

Sputnik focuses on the characteristics of sparse matrices in
deep learning and proposes an efficient method for sparse
matrix computations to accelerate deep neural network op-
erations on GPUs. The main contribution of Sputnik is the
development of two high-performance GPU kernels (SpMM
and SDDMM) that operate directly on the standard com-
pressed sparse row (CSR) format without imposing specific
constraints on the locations of non-zero values.

cuSPARSE [18]: cuSPARSE is a library provided byNVIDIA
as part of the CUDA toolkit. It offers a suite of highly opti-
mized sparse matrix operations, including SpMM. As one of
the most widely used GPU-accelerated libraries, cuSPARSE
serves as a benchmark for sparse matrix computations, pro-
viding efficient implementations for a wide range of sparsity
patterns.

TC-GNN [27]: TC-GNN is a framework designed to accel-
erate Graph Neural Network (GNN) computations on GPU
Tensor Cores (TCUs). The core idea is to leverage a "Sparse
Graph Translation" technique, which efficiently maps sparse
GNN computations onto the dense computation capabilities
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of Tensor Cores. Additionally, TC-GNN employs collabora-
tive optimization between CUDA cores and Tensor Cores to
further enhance performance.

By comparing HR-SpMM with these implementations, we
aim to demonstrate its competitive performance and high-
light its advantages across diverse sparsity levels, hardware
platforms, and application scenarios.
Platform:All experiments were conducted on Ubuntu

20.04, using an Intel Core i9-10900F CPU and an Nvidia RTX
3070 GPU, with CUDA version 11.6.

5.2 Performance Evaluation
In this subsection, we compare HR-SpMM with state-of-the-
art SpMM kernels and conduct comprehensive experiments
to evaluate the proposed optimization techniques.
Figure 6 presents the performance comparison of HR-

SpMM optimization against various parallel SpMM imple-
mentations, using cuSPARSE as the baseline. The execution
time was measured with nvprof, and we reported only the
SpMM kernel time, excluding preprocessing and PCIe trans-
fer overhead. The data transferred via PCIe included only the
dense matrix and the sparse matrix in CSR format. Due to
the significant difference in matrix sizes between the DLMC
and SuiteSparse datasets, we use the speedup ratio to rep-
resent our performance comparison. Our results show that
HR-SpMM achieves an average speedup of 2.05× compared
to cuSPARSE, 2× compared to TC-GNN, and 1.25× compared
to Sputnik. Additionally, to highlight the effectiveness of
the hybrid approach using Tensor Core and CUDA Core, we
also compared HR-SpMM with the PyTorch SpMM kernel
executed on a CPU, achieving an average speedup of 167.59×.

Figure 7: Preprocessing Overhead Comparison: HR-
SpMM vs. Sputnik

For TC-GNN, while preprocessing improves SpMM perfor-
mance by making the matrix denser, it introduces significant

overheads and it doesn’t work particularly well. In contrast,
our approach demonstrates that using a hybrid kernel is ef-
fective, even though HR-SpMM does not always outperform
Sputnik in speedup. However, as shown in Figure 7, Sputnik
involves much higher preprocessing overhead, whereas the
preprocessing time of HR-SpMM is only about 12% of that of
Sputnik. Overall, HR-SpMM achieves better speedups with
significantly lower preprocessing overhead. To illustrate the
validity of our method, we analyze their performance using
an unevenly distributed matrix with both long and short
rows, which represents the bulk of the sparse matrix. In
Table 1, we present the performance metrics of various ker-
nels, highlighting the differences between the cuSPARSE, TC-
GNN, Sputnik, and our HR-SpMM implementations, which
utilize both Tensor Cores and CUDA Cores.
Execution Time: Our HR-SpMM implementation using

Tensor Cores and CUDA Cores significantly reduces ex-
ecution time to just 585 microseconds, much faster than
cuSPARSE (1.8 milliseconds), TC-GNN (1.2 milliseconds),
and Sputnik (4.1 milliseconds). Memory Throughput (GB/s):
Memory throughput measures the amount of data trans-
ferred per second, which is crucial for GPU performance.
The HR-SpMM (Tensor Core) method achieves a memory
throughput of 196 GB/s, and the HR-SpMM (CUDA Core)
implementation reaches 283 GB/s, highlighting its ability
to efficiently handle large data volumes. These values are
much higher than TC-GNN (186 GB/s), Sputnik (32 GB/s),
and cuSPARSE (73 GB/s), showcasing the effective memory
management in our design. Warp Cycles Per Instruction:
This metric measures the number of cycles required to com-
plete one instruction, with lower values indicating better
efficiency. The number of warp cycles of the Tensor core in
our method is relatively smaller than that of the cuda core
because irregular short rows are handled by the cuda core.

In summary, HR-SpMM (Tensor Core) excels in both mem-
ory throughput and warp cycle efficiency, making it ideal for
handling long rows in sparse matrices. On the other hand,
HR-SpMM (CUDA Core) executes faster in terms of execu-
tion time, but it requires more warp cycles due to the need to
handle more irregular matrix rows. This trade-off highlights
how our hybrid approach optimizes performance depending
on the matrix’s characteristics, making HR-SpMM highly
adaptable and efficient for a range of sparse matrix compu-
tations.

6 Conclusion
This paper introduces HR-SpMM, a method that enhances
Sparse Matrix-Matrix Multiplication (SpMM) performance
through adaptive row partitioning and hybrid kernel design.
Our approach partitions sparse matrix rows into long and
short categories, leveraging Tensor Cores and CUDA Cores
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Kernel Execution Time Memory Throughput (GB/s) Warp Cycles Per Instr
cuSPARSE 1.8 ms 73 GB/s 13.61
TC-GNN 1.2ms 186 GB/s 23.6
Sputnik 4.1 ms 32 GB/s 26.93
HR-SpMM (Tensor core) 512 us 196 GB/s 12.4
HR-SpMM (Cuda core) 73 us 283 GB/s 28.6

Table 1: Performance Metrics of Different Kernels

for efficient computation, thus maximizing hardware utiliza-
tion and achieving high computational efficiency.

Although the atomic addition overhead between the tensor
kernel and CUDA kernel is unavoidable, and the conversion
of long rows into matrices has some overhead, the overall
performance is still strong. In the future, we plan to integrate
HR-SpMM into the graph Neural network (GNN) framework
to further optimize sparse matrix operations in large-scale
graph data processing and promote efficient graph computa-
tion applications.
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